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Abstract

In this dissertation, a novel methodology for direct down-conversion of radio fre-

quency (RF) is proposed, which in return is useful to minimize sampling frequency

for an evenly spaced spectrum comprising multiband RF signals. The proposed

methodology describes a set of rules to achieve the lowest possible sampling fre-

quency without any compromise of spectrum folding or overlap of aliases in base-

band after down conversion. It is shown that the minimum sampling rate has a

unique relation with the layout of the spectrum of interest (SOI). For instance, if

there are N number of information bands of equal bandwidth B in the SOI, then

it is possible to down-convert the complete SOI using the sampling rate, 2NB,

which is twice of the total information bandwidth only if all bands are evenly

spaced in the SOI. Another factor introduced to the achieve the minimum sam-

pling rate is the sparseness-nature in the SOI, which is the ratio of null bandwidth

to information bandwidth. The proposed methodology is general in nature and is

flexible to the number of input signals or bands as well as to their positions in the

desired spectrum. In the proposed research work, simulations are carried out that

verify that by using the recommended minimum sampling rates, the desired signal

is extractable without any additional computational complexity due to spectrum

folding or aliasing-overlap. Our proposed methodology has a vast scope in the

design of general-purpose receivers, global navigational satellite system (GNSS)

receiver and cognitive radios (CR) because of the use of a low speed ADC. More-

over, the same can be efficiently used to monitor a wide band spectrum in military

communications especially for electronic warfare receivers, where reduction of the

complexity, size and cost has significant importance.

As a model application of our proposed work, we present a composite design for

the multiband-multistandard GNSS receiver. The design efficacy is based on the

proposed bandpass sampling methodology that transforms the sparse-spectrum

electromagnetic environment into a quasi-uniformly spaced spectrum of compact

bandwidth, which is more appropriate and useful for simultaneous digitization and

down-conversion of analogue signals. In this method, only a part of SOI is trans-

formed to an intermediate frequency. In this way, the desired frequency bands of



x

information that are widely spread, are grouped to form a contiguous-spectrum

which is quasi-uniformly spaced. There on, a sub- sampling is carried out for si-

multaneous digitization and translation of input signals to the first-Nyquist zone.

The proposed composite architecture is also helpful to circumvent the higher-order

intermodulation components. The proposed design is validated for conventional

Global Positioning System L1 and L2 bands and also for new L5 band used in

GNSS (GLONASS, Galileo and Beidou) receivers. The presented results show

considerable reduction in the sampling rates, and improvement in signal-to-noise

and distortion ratio, which can be easily managed by a low sampling analogue to

digital conversion.
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Chapter 1

Introduction

1.1 Overview

Bandpass sampling is a well established process that downconverts an analogue

pass-band signal either directly to base-band or to an intermediate frequency (IF)

signal without involving analog mixers [1]. As a matter of fact, this process makes

signal processing very simple and efficient, where the sampling process is accom-

plished by applying an analogue signal to an analog-to-digital (A/D) converter

whose output is a sequence of discrete values. What we are calling bandpass sam-

pling (BPS) is also goes by a number of alternative terms in the literature, such as

intermediate frequency sampling, harmonic sampling [2], sub-Nyquist sampling,

under-sampling [3], first-order bandpass sampling and sub-sampling [4]. As BPS

is a type of periodic sampling of real signals, the Nyquist-Shannon criterion must

still be satisfied.

The Nyquist- Shannon sampling theorem sets a necessary and sufficient condition,

not only for the sampling of a band-limited signal but also for the reconstruction

of an original analogue signal. When the reconstruction of an analogue signal is

accomplished through the Whittaker-Shannon interpolation formula, then to avoid

aliasing, the Nyquist criterion also becomes a necessary condition. This implies

that if sampling rate is slower than twice the bandwidth, then there are chances

1
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that a part of the signal will be destructed, resulting in loss of information. Nev-

ertheless, if additional constraints, like position, bandwidth, sparseness etc are

imposed on the signal , then the Nyquist criterion may no longer be a mandatory

restriction. An imperative example that takes advantage of additional supposi-

tions about the signal is provided by the latest field of compressed sensing, which

permits the complete reconstruction of input signal sampled at a sub-Nyquist

rate. Specially, this is pertinent to the signals that are sparse in frequency do-

main. As we know that compressed sensing is performed for a spectrum that

has a little non-zero energy content (the information bandwidth), over indefinite

frequency locations, rather than being composed of a contiguous single band. In

other words, the frequency spectrum is sparse and under such constraints the pass-

band methodology doesn’t remain applicable in a classical sense. Fundamentally,

the indispensable sampling rate is thus twice of the information bandwidth. On

the contrary, compressed sensing techniques provide an alternative that the in-

formation signal could be reconstructed in a perfect manner even if it is sampled

at a rate slightly lesser than twice of the information bandwidth. The drawback

of this technique is that reconstruction is not given in closed form by a formula.

Consequently, it is dependent on the solution to a convex optimization program

which requires well-calculated but nonlinear methods [5].

In connection to the sampling theory, the elementary point of concern, which needs

attention is just how quick a given signal that is continuous in the time domain

must be sampled so that its information contents may be recovered in the recon-

struction process without any loss. Of course, we can sample a time-continuous

signal at an appropriate sample rate suitable to our application, and get a series

of discrete values but here we need to answer three basic questions. How close do

the remitted discrete values represent the actual signal? What are the optimum

sampling rates and what price in terms of complexity, power dissipation, cost, size

etc we are paying for the remitted sampling rates?
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1.2 Objective and Significance of the Research

In wireless communication particularly in software defined radio (SDR) systems,

it is desirable to down convert multiple RF signals simultaneously by placing the

analogue-to-digital converter (ADC) as near to the antenna as possible [6]. How-

ever, this requires very large sampling rates using high speed analogue to digital

converters. Resultantly, such type of solution poses two major disadvantages. The

first is the large power dissipation and the second is the cost effect. In this connec-

tion, radio frequency (RF) sub-sampling generally known as bandpass sampling

is considered to be the alternative established methodology that is used in radio

receivers to directly down-convert and digitize RF signals.

In our proposed research work, we intend to explore the bandpass sampling the-

ory in order to reduce the sampling rates. Analytical methods that exist in the

literature permit minimum bandpass sampling frequencies to be computed in case

of single-band spectrum. However, BPS has its issues for multiband signal spec-

trum due to its non-linear nature. This includes constraints like aliasing, spectral

folding, reconstruction of information band etc. Also there is no analogous set of

equations available for a multiband bandpass system, consisting of signals with

arbitrary center frequencies and bandwidths. In the last decade, BPS for multi-

band signals gained significant attention and efforts have been made to find out

valid bandpass sampling frequency ranges for direct down-conversion of multiband

RF signals. However, formulation for the minimum sampling frequency cannot be

acquired in a closed form due to the nonlinear nature of spectrum folding in the

process of sampling. In order to find out the minimum useable sampling fre-

quency, the literature highlights the need to address certain BPS limitations like

sparse spectrum, fixed bandwidth (BW) and non-availability of a universal rule.

In this connection, various sampling methods, DSP techniques and hardware, and

reconstruction algorithms have their role to define the bounds. Another alter-

native term, which is used in literature to understand and solve the above men-

tioned problem and realize the solution is Digital Aliasing-free Signal Processing

(DASP)[7].
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To exemplify the significance of the digital aliasing-free signal processing, upper-

bound of the application array of analogue-to-digital convertor practicable in a

large number of cases may be considered on the basis of this DASP techniques.

Taking into account the conventional digital signal processing (DSP) approach,

the upper limit of the sampling rates of the existing analogue-to-digital convertor

characterize their application extension in the frequency domain. In the field of

DSP it is possible to implement processing of a desired signal in the digital do-

main only if the available analogue-to-digital convertor could be used at a higher

enough sampling frequency. In this way the useable highest sampling frequency of

the particular type of analogue-to-digital convertor might be considered as a yard-

stick defining the application matrix. A significant amount of effort and money

have been expended on evolving the expertise for manufacturing state of the art

microelectronic devices. This includes but is not limited to manufacturing of wide-

band, high speed and more precise ADC, FPGAs and DSP kits etc. Consequently,

superior analogue-to-digital convertor chips, appropriate for a broader frequency

range, were developed and made available in the market. As a result, the ap-

plication range of DSP skills begin to widen uninterruptedly. Nonetheless, the

progression that took place followed a long path and is considered evolutionary,

somewhat time-consuming and considerably overpriced. On the other hand dig-

ital aliasing free signal processing shows the way to the requisite outcomes in a

much economical fashion for a large variety of applications. Nevertheless, in DASP

broadening, the ADC applications array is accomplished by means of unconven-

tional signal processing techniques and methods instead of refining the existing

manufacturing technologies in the field of semiconductor physics. In a traditional

approach founded on DSP, a desired input signal that could be managed by an

ADC rests on two pertinent parameters: the analogue bandwidth of the input sig-

nal and the highest sampling rate. The prescribed analogue bandwidth then has

to be equal to or greater than at least half of the highest sampling rate. However,

practically in a number of cases it is wider enough to be handled by an ordinary

ADC. Typically it is often 4 to 8 times wider than the corresponding half of the

sampling rate [7]. Consequently the worthy foundation of ADC technology could
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not be best utilized in a large number of applications based on traditional DSP

techniques. Thus it is the DASP technology, whose induction into system design

changes the situation drastically. Here, appropriate bandpass sampling and com-

patible DSP techniques can be applied to circumvent aliasing. Eventually, the

requisite sampling frequency does not exclusively rest on the upper frequency of

the input signal. Only the other stated ADC feature, viz. the analogue bandwidth

of the input signal, limits this upper frequency. Conversely, as in majority cases,

this bandwidth is significantly broader for a given ADC than half of the acceptable

sampling rate. Using the DASP methodology classically enhances the frequency

bound to a point that is more than a many times higher. The area of bandpass

sampling is thus a facet of DSP which finds applications in diverse disciplines in-

cluding, but not limited to communication, optics, radar, power measurements,

biomedical signals, and instrumentation such as oscilloscope, spectrum analyzer

etc. The only thing, which requires attention is how to use this technology in

an efficient manner. The objective of our research is to establish neces-

sary conditions to find minimum sampling rates for a uniformly- spaced

sparse spectrum with any sparse ratio. The intended research has a number

of applications in radio receivers, global navigational receiver systems, cognitive

radios for spectrum sensing and other wireless applications, where reduction in

complexity, size and cost etc has significant importance. However, case of the

multiband or multistandard radio receiver, system-nonlinearities, specifically due

to low-noise amplifiers and down-conversion circuits can produce a series of output

spectra with varying amplitude components. Bandpass sampling of such a spec-

trum, in the presence of other non-idealities such as jitter noise and thermal folded

noise, without aliasing-overlap is not the perview of this research. We intend to

remain restricted to find out the necessary and sufficient conditions which ensure

minimum sampling rates. Conversely, our endeavour is to describe the nature and

layout of the electromagnetic spectra when it best suits the Nyquist sampling rates

for direct down-conversion to an intermediate frequency that is less than or equal

to half of the sampling rate.
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1.3 Research Methodology

Our research methodology is based on both analytical and empirical methods. It

may be broadly divided into two parts: Part-I and Part-II. Part-I further consists

of three stages. In the first stage, a comprehensive survey is conducted. The survey

mainly reveals and exploits two areas. First area pertains to the contemporary

sampling techniques, their strong point and their weaknesses. In the second area,

applications of these sampling techniques are evaluated. A special emphasis is

given to the the field of radio receivers specially software defined radios (SDRs)

and viz-a-viz bandpass sampling. In the second stage, a theory is developed in

order to ascertain the ideal conditions, where minimum sampling rate could be

achieved with out any aliasing-overlap or loss of information. Then necessary

conditions are established so that the desired results can be achieved with full

reliability. Finally, these conditions are incorporated in to an algorithm. In the

third and final stage, simulations are carried out using Matlab R©and it is confirmed

that the proposed theory is valid for simultaneous down-conversion and digitization

of multiple bands or signals in spectrum of interest. Firstly, the proposed theory

along with achieved result is published in [8].

In the part-II, after ascertaining the theoretical part, an emphasis is given to its

practical applications. In this context a composite receiver design is simulated to

set up scenario for the application of the proposed work. This design is later used

for a composite receiver for Global Navigational Satellite System (GNSS). As the

various bands used by the conventional positioning systems (GPS, GLONASS,

Galileo and Beidou) are not uniformly spaced, therefore the proposed theory is

not directly applicable. Consequently, some modification are made in terms of

radio spectrum management to achieve a quasi-uniformly spaced spectrum. The

target is to acquire minimum possible sampling rate without any aliasing in the

base-band. The results are compared with those already obtained by [9–12] and

a significant reduction is achieved. Besides Matlab R©, simulations are also carried

out using Multisim c©, of National Instruments (NI) and the achieved results are

found same as that of Matlab R©.
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1.4 Thesis Organization

Chapter 2 gives a brief description of bandpass sampling theory. In chapter 3 the

literature survey is presented and we formulated the problem statement, keeping

in view the previous work carried out by researchers. Chapter 4 pertains to the

analytical description and research methodology that we intend to adopt in the

light of the basics of sampling theory. Chapter 5 pertains to the test set up and

simulations to verify the proposed methodology. In chapter 6 we presented a com-

posite receiver design as an appication of our work and applied the methodology to

a non-uniform sparse-spectrum . A case of GNSS-spectrum is studied and then by

carrying spectrum-management planning, where the spectrum of interest (SOI) is

transformed into a quasi uniform. There on the proposed sampling methodology

is applied. In chapter 7 we conclude our research work and suggest its extension

to future work.



Chapter 2

Fundamentals of Sampling

Theory

2.1 Overview

The widespread usage of digital devices for data processing has increased the

significance of various techniques used in digital signal processing (DSP). A con-

tinuous signal in time domain can not be directly processed by digital devices. To

process an analogue signal in time domain, it is first mandatory to convert it into

sequences of discrete values by sampling. A digital computer can process only

binary numbers in form of ones and zeros. For this objective, sampling rate must

be selected in such a way that characteristics of analogue signal are not changed,

while reconstructing it from the sequences obtained during sampling.

In this chapter we explain the fundamental terms and concepts used in sampling

theory. After developing a clear understanding of the terminology, we explore

further and introduce famous theorems used in sampling schemes. Both lowpass

sampling and bandpass sampling theorems are still very much used in the area of

digital signal processing (DSP) and have their own advantages and disadvantages.

8
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2.2 Sampling

In digital signal processing, sampling can be described as a simple process used

for conversion of analogue or continuous-time signal, x(t) to discrete sequence of

values. In this way, we obtain a series of points in time to produce the sample val-

ues, xs(t) = x(nTs) = x[n]. Normally it is followed by operations like quantization

and encoding to acquire a digital signal. This is carried out in a fashion so as, we

can reconstruct the original signal without loss of information.

2.2.1 Practical Sampling Methods.

In electrical circuits, sampling methods are based on voltage sampling and charge

sampling. Voltage sampling is realized by the sampleand-hold (S/H) circuit, which

tracks an analogue signal and stores the sampled value as a voltage across a

sampling-capacitor for some duration of time. On the contrary to the voltage

sampling, charge sampling does not track the signal level but integrates the signal

current within a given interval of time [13]. The analogue signal to be sampled (in

its voltage mode) is first converted to current mode by a trans-conductance cell

before carrying out charge sampling. As compared to voltage sampling, charge

sampling has the advantage that the bandwidth of the charge sampling device

only relies on the sampling duration but not on the switch-on resistance so that

a wide-band sampler design is more feasible [14]. Bandpass sampling can also be

performed by both charge sampling and voltage sampling [15].

2.2.1.1 Voltage Sampling.

An ideal voltage sampling process can be demonstrated as an input voltage signal

x(t) sampled by a periodic pulse p(t) =
∞∑

n=−∞
δ(t− ts(n)) (see Fig. 2.1). However,

in practice, voltage sampling is implemented straightaway by an Sample-and-Hold

(S/H) circuit as shown in Fig. 2.1 along with the suitable clock scheme. Consider

the sampling function is not a series of Dirac delta functions but the convolution
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of the Dirac delta functions with a pulse shape tn = nTs(wherefs = 1/Ts), is the

discrete time and τ is the duty cycle of sampling clock φ(0 < τ < 1) The output

voltage Vout(t) by Sample-and-Hold is a convolution of xs(t) and h(t), given by

Vout(t) = xs(t) ∗ h(t), (2.1)

where xs(t) is defined as

xs(t) = x(t)p(t) = x(t)
∞∑

n=−∞

δ(t− ts(n)) (2.2)

consequently, h(t) = 1 for nTs ≤ t ≤ (n+ τ)Ts and equal to zero, otherwise.

Figure 2.1: Voltage sampling using switched capacitor circuit

In the frequency domain output voltage will be

Ṽout = Xs(f)H(f),= τejπ
f
fs
τ
sinc(

f

fs
τ).

∞∑
n=−∞

X(f − kfs) (2.3)

2.2.1.2 Charge Sampling.

Charge sampling is different from the voltage sampling in the way that, instead of

storing the voltage value across a sampling capacitor, charge sampling integrates

charge within a time window [tn, tn+t] . This process can be modeled as illustrated

in Fig. 2.2, where s(t) =
∞∑

n=−∞
δ(t−(tn+∆t)) represents a mathematical equivalent
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of an ideal sampling process and tn represents the instant when the integration

process gets starts. The sampled output data-signal xs(t) = x′(t)s(t) is expressed

by

xs(t) = x
′
(t)s(t)

=
∞∑

n=−∞

 tn+∆t∫
tn

x(ξ)dξ

 δ(t− tn −∆t).
(2.4)

Figure 2.2: An ideal charge sampling process

However, in practice, charge sampling is modeled as a switched capacitor circuit

with Iin(t) as an input current signal, alongwith an appropriate clock scheme as

shown in Fig. 2.3. Assuming that tn = nTs and starting from Eq. 2.4 , the output

voltage of charge sampling and the corresponding Fourier transform spectrum are

given as

Vout(t) =
1

CL
(

 tn+∆t∫
tn

Iin(ξ)dξ

 ∞∑
n=−∞

δ(t− tn −∆t). (2.5)

and

V õut(f) =
∆t

CL.Ts

∞∑
k=−∞

Iin(f − kfs)sinc[(f − kfs)∆t]e−jπ(f+kfs)∆t

(2.6)
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respectively, without considering the zero-order samle and hold function at the

hold phase, where sinc(x) = sin(πx)/(πx).

Figure 2.3: Charge sampling in SC-circuit, representing three phase; hold-
ing/readout, charge integral and reset.

2.2.2 Sampling Model

The primary step to reconstruct a digital signal, x[n] from a continuous-time signal,

x(t), is to sample x(t) at uniformly spaced intervals in time domain to produce

discrete sample values, such that xs(t) = x(nTs), where parameter Ts = 1/fs is

known as the sampling period.

A basic model as shown in Fig. 2.4 illustrates the sampling operation, where the

input continuous-time signal x(t) is multiplied by a periodic pulse p(t) to form the

sampled signal xs(t). Mathematically,

xs(t) = x(t)p(t) (2.7)

where p(t) is the sampling function, which in practice is a periodic narrow pulse

having an amplitude either 0 zero or 1. Being periodic in nature p(t) can be

represented by the Fourier series as given by

p(t) =
∞∑

n=−∞

Cnexp(j2πnfst) (2.8)



Fundamentals of Sampling Theory 13

Figure 2.4: A simple sampling operation model. (a) Sampling operation. (b)
Sampling function.

in which Cn are known as the Fourier coefficients and can be defined by

Cn = 1/Ts

Ts/2∫
−Ts/2

p(t)exp(−j2πnfst)dt (2.9)

Substituting value of p(t) from Eq. 2.8 into Eq. 2.7 results

xs(t) = x(t)
∞∑

n=−∞

Cnexp(j2πnfst) (2.10)

for the sampled signal.

2.2.3 Lowpass sampling theorem

A band-limited signal x(t) can be reconstructed without any loss of information or

error from sample values of the signal provided the sampling frequency fs ≥ 2fh,

where fh is the highest frequency component present in the signal under sampling

operation.

In literature this theorem is also known by many other names, like, Nyquist sam-

pling theorem or lowpass sampling theorem.
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2.2.4 Analytical reconstruction of analogue signal

Consider a discrete signal xd(n) such that x(nTs) denotes the nth sample of the

original continuous in time signal, x(t), where t represents time in seconds. Thus,

Ts is the sampling period in seconds and n ranges over integers. The sampling

frequency in Hertz (Hz) is just the reciprocal of the sampling period, i.e.,fs = 1/Ts.

To avoid losing any information as a result of sampling, we must assume x(t) is

band-limited to less than half the sampling frequency. This means there can be

no energy in x(t) at frequency fs/2 or above.

Let X(f) denote the Fourier transform of x(t), i.e.,

X(f) =

∞∫
−∞

x(t)exp(−j2πf)tdt. (2.11)

In order to prove that under given constraint x(t) can be completely reconstructed

by the samples x(nTs). In this regard, we have to derive the spectrum of xs(t) and

show that x(t) can be reliably reconstructed from xs(t). Taking Fourier transform

of sampled signal in Eq. 2.10 gives

Xs(f) =

∞∫
−∞

x(t)
∞∑

n=−∞

Cnexp(j2πnfst)exp(−j2πf)tdt (2.12)

which, after a little manipulation becomes

Xs(f) =
∞∑

n=−∞

Cn

∞∫
−∞

x(t)exp[−j2π(f − nfs)t]dt (2.13)

Using Fourier transform theory and equation Eq. 2.13 the Fourier transform (FT)

of the sampled signal can be obtained as

Xs(f) =
∞∑

n=−∞

CnX(f − nfs) (2.14)
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It is therefore evident from Eq. 2.14 that a continuous-time signal sampled at an

appropriate rate can be reproduced around f = 0 Hz and its harmonics are trans-

lated to the integer multiple of the sampling frequency, i.e, (f = nfs). However,

these translated spectra are weighted by the respective Cn of the narrow sampling

pulse p(t).

The last step, in the derivation of the lowpass sampling theorem is to define p(t).

As we know that all the samples are taken instantaneously, an appropriate defini-

tion of p(t) is

p(t) =
∞∑

n=−∞

δ(t− nTs) (2.15)

This is called as impulse function sampling. It is to be noticed that, in this, the

sample values are represented by the weights of the impulse functions already

mentioned in Eq. 2.9. Substituting Eq. 2.15 into Eq. 2.9 gives

Cn = 1/Ts

Ts/2∫
−Ts/2

δ(t)exp(−j2πnfst)dt (2.16)

Again applying sifting property of the δ(t) function gives us the results

Cn = 1/Ts = fs (2.17)

Using this result in Eq. 2.8 shows that the Fourier transform of p(t) can be

represented by

P (f) = fs

∞∑
n=−∞

δ(f − nfs) (2.18)

Since for impulse function sampling and also from Eq. 2.17 we see that Cn = fs

for all n. Thus, Eq. 2.14 the spectrum of the sampled signal becomes

Xs(f) = fs

∞∑
n=−∞

X(f − nfs) (2.19)

Note that this result could have also been obtained from the expression

Xs(f) = X(f)⊗ P (f) (2.20)
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where ⊗ denotes convolution. Xs(f) the Fourier transform of sampled signal x(t)

using Eq. 2.20 is illustrated in Eq. 2.5. This is in fact an illustration of lowpass

sampling theorem.

Figure 2.5: An illustration of lowpass sampling theorem

2.2.5 Bandpass sampling theorem

Bandpass sampling is a technique that performs simultaneous digitization and

frequency translation of single or multiple bands in the first Nyquist zone in a single

process. In the literature, bandpass sampling is also known by other names, such

as undersampling, sub-Nyquist sampling, sub-sampling, intermediate frequency

sampling and harmonic sampling [16], [17]. Bandpass sub-sampling provides us

two major advantages. First, it reduces the requirement of high speed of A/D

converters as required for conventional direct RF sampling. Secondly, it requires

very less amount of digital memory necessary for storage of a continuous signal of

the same time interval.
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The bandpass sampling theorem may be stated as follows [18]:

If a bandpass signal has bandwidth B and highest frequency fh, the signal can be

sampled and reconstructed using a sampling frequency of fs = 2fh/m, where m

is the largest integer not exceeding fh/B. All higher sampling frequencies are not

necessarily usable unless they exceed 2fh, which is the value of fs dictated by the

lowpass sampling theorem.

A plot of the normalized sampling frequency fs/B as a function of the normalized

center frequency fc/B is illustrated in Fig. 2.6, where fc and fh are related by

fh = fc + B/2. As described in [19] the allowable sampling frequency always lies

in the range 2B ≤ fs ≤ 4B. However, we see that the theoretically achieved

minimum sampling rate fs = 2B, corresponding to integer band positioning lies

at the tips of the wedges and these points are not feasible from implementation

point of view, because any hardware imperfection will move the sampling rate into

disallowed area causing aliases overlaps.

Figure 2.6: Allowable sampling frequency laying in the range 2B ≤ fs ≤ 4B

Let us consider a continuous-time input signal of bandwidth B with its carrier

frequency centered at fc Hz as shown in Fig. 2.7. It is possible for us to sample
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the continuous signal at a rate, fs = fs′ Hz, such that spectral replicas of the

positive and negative bands, just come up against each other exactly at the origin,

i.e, zero Hz as shown in the Fig. 2.8(a). If m is an arbitrary number of replications,

with upper bound less than 2fc −B, we can realize that,

mfs′ = 2fc −B (2.21)

This implies that

fs′ = (2fc −B)/m (2.22)

where m is a positive integer such that fs′ ≥ 2B

Figure 2.7: A passsband signal of bandwidth B Hz, located at frequency fc

Figure 2.8: Bandpass sampling frequency limits: (a) Bandpass sample rate
fs = fs′ = (2fc − B)/m by taking m = 6; (b) Bandpass sampling rate is less

than fs′ ; (c) Lowest possible sampling rate fs′′ < fs′ .
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Table 2.1: Selection of upper bound and lower bound sampling frequency in
kHz and optimum sampling frequency, fopt in kHz, for BPS

m fs′ = (2fc −B)/m fs′′ = (2fc +B)/(m+ 1) fopt
1 42 27 27
2 21 18 21
3 14 13.5 13.5
4 10.5 10.8 -
5 8.4 9.0 -

If the sampling rate fs is increased further beyond fs′ , the already butt up repli-

cations, i.e, P and Q tend to overlap with each other. However, the original signal

does not shift. This shows that fs′ is in fact upper limit prescribed in Eq. 2.22,

therefore, for an arbitrary m, upper bound of the sampling rate fs can be given as

fs′ ≤ (2fc −B)/m (2.23)

Similarly, as we can see in Fig. 2.8 (b) when we start reducing the sampling rate

from fs′ , the inter replications gaps starts decreasing without any effect on the

original spectra. Again we notice that at some sampling rate fs′′ ≤ fs′ , a situation

arises when the replication P′ will just come up against the original signal centered

at fc as shown in Fig. 2.8(c). At this stage any reduction in sampling rate will

cause aliasing overlap. We may consider this fs′′ as the lower sampling bound,

i.e, the sampling rate must always exceed this to circumvent any aliasing-overlap.

This lower bound of fs may be expressed as

fs′′ ≥ (2fc +B)/(m+ 1) (2.24)

Finally, combining Eqs. 2.23 and 2.24 we can choose fs anywhere in between fs′′

and fs′ to avoid any overlaps resulting in loss of information

(2fc +B)/(m+ 1) ≥ fs ≤ (2fc −B)/(m) (2.25)

To explore further the significance of frequently-referred relationships in Eq. 2.25,

in literature [20], we need to explain with an example of a bandpass signal. Let us
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Figure 2.9: Permissible sampling-frequency ranges of a dual-tone passband
signal comprising of 21 kHz and 27 kHz tones: (a) fs = 42 kHz produces
inverted spectrum alongwith NOB; (b) fs = 27 kHz produces inverted spectrum;
(c) fs = 21 kHz is optimized;(d) fs = 18 kHz but produces NOB (e) fs = 13.5

kHz produces inverted spectrum

have a signal comprising of two tones only, i.e, 21 kHz and 27 kHz such that there

is no other information signal between these two tones. The central frequency fc

of our signal will be 24 kHz. In other word bandwidth of our signal is 6 kHz.

Using Eq. 2.25, we can calculate various sampling rates shown in Table 2.1, which

tells us that permissible sample rate may vary in between of 13.5 and 42 kHz.

However, the complete range is not suitable or allowable and is further split in

three sub-ranges, i.e, from 27-42 kHz, 18-21 kHz and 13.5- 14 kHz. Any sample

rate below 13.5 kHz is unacceptable because that does not satisfy Eq. 2.25 as well

as the basic Nyquist criterion of fs ≥ 2B. The aliases frequency or replica signals

resulting from permissible sampling rates given in Table 2.1 are illustrated in Fig.

2.9. In Table 2.1, values of fs′ and fs′′ are listed for m ranging from 1 to 5. It can



Fundamentals of Sampling Theory 21

be noticed that we can select optimum values for m = 1, 2 and 3 and for higher

values of m, the signal will suffer aliasing-overlap because conditions imposed in

Eq. 2.25 are violated. Similarly, spectra for sampling rates below 2B is not shown

because of guaranteed aliasing.

Finally, after determining permissible sampling ranges, we are able to select opti-

mal frequency for each value of m as shown in the last column of Table 2.1. Here

we refer to the term optimum sampling frequency in the same way as defined in

[20]. It is the frequency where spectral replications do not butt up against each

other except at zero Hz. As we see in Fig. 2.9(a), if the signal is sampled at the

rate of 42 KHz it would certainly suffer out-of band noise ( 0- 15 kHz while using

LPF), while the permissible sampling frequency of 27 kHz; makes the sampled

signal to undergo subsequent digital signal processing like filtering operations and

other processing much easier. This is because, our lowpass filter is designed for

0- fs/2 and may give more gain to the components below fs/2 − B and starts

attenuating the original signal closer to fs/2. Also notice that for other two opti-

mal frequencies, we observe spectral inversion. This spectral inversion occurs for

all odd values of m as illustrated in Fig. 2.9(a), 2.9(b) and 2.9(e). For all even

values of m the original positive spectral components of are symmetrical about

the f = fc or f = 0, no spectral inversion is possible. Thus any non-aliasing value

for fs from Eq. 2.25 can be selected.

Another method of illustrating the behaviour of Eq. (210) is to plot the normalized

minimum sampling rate, (2fc+B)/(m+1), for values of m, as a function of newly

introduced term bandwidth-normalized frequency component, ′R′ defined as

R = (fc +B/2)/B (2.26)

and normalized sampling rate may be obtained from Eq. 2.25 by dividing fs by the

signal-bandwidth B. As a result, we acquire a curve whose axes are normalized to

the bandwidth B marked as the solid-curve in Fig. 2.10. This figure presents the

minimum normalized sampling frequency fs as a function of the normalized highest

frequency component present in the bandpass signal. It can also be witnessed that,
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irrespective of the value of R, the minimum sampling frequency is always less than

4B and tends towards 2B with increase in the carrier frequency. Ironically, the

minimum acceptable sample rate approaches towards 2B, i.e, decreases as the

carrier frequency increases.

In the light of our above discussion and observing the bold-gray line at fs/B =

2.25 in Fig. 2.10 we can infer by reviewing example depicted in Fig. 2.9 where

R = 27/6 = 4.5. This R value is indicated by the gray line in Fig. 2.10 showing

that for m = 3 the ratio fs/B is 2.25. With B = 6 kHz, then, the minimum fs =

13.5 kHz in agreement with Table 2.4. The leftmost line in Fig. 2.10 shows the

low-pass sampling case, where the sample rate fs must be twice the signals highest

frequency component. So the normalized sample rate fs/B is twice the highest

frequency component over B or 2R.

Figure 2.10: The minimum normalized sampling frequency fs as a function
of the normalized highest frequency.

Fig. 2.10 has been frequently referred in the literature, but at times it is possible

that the viewer may jump to the false deduction, that all sample rates above the

minimum rates as shown in the figure are acceptable.[21], [22], [23], [24], [25].

In order to avoid any such confusion, if we plot the permissible ranges of BPS

frequencies as given in Eq. 2.25 as functions of R, we get the illustration shown in

Fig. 2.11. As we notice from Eq. 2.25, Table 2.1, and Fig. 2.9, permissible BPS

rates are the sequences of frequency ranges with gaps of undesirable sampling

frequencies rates. It means a permissible BPS frequency has to be above the
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minimum sampling frequency as depicted in Fig. 2.10, but it cannot be any

random frequency of own choice above the minimum sampling frequency other

than the defined range. The gray areas in Fig. 2.11 show the normalized BPS

rates, which will be a root cause of spectral aliasing. Sample rates within the

white areas of Fig. 2.11 are permissible. Therefore, in the case of BPS, we want

our sample rate must be in the white regions linked with some value of m as

prescribed by Eq. 2.25. The importance of Fig. 2.11 can be emphasized once

again by considering bandpass signal example illustrated in Fig. 2.9. As shown in

Fig. 2.12, R being the ratio of the highest frequency component and bandwidth

B is 4.5, denoted by vertical line in gray colour. The gray line intersects the three

acceptable sample frequency ranges alongwith the undesired sample rates(shown

in gray shaded region). The same results can also be verified from the already

calculated sample rates presented in Table 2.4. So we can claim that Fig. 2.11

gives a more clear illustration of bandpass sampling constraints as compared to

that given in Fig. 2.10.

Although, Fig. 2.11 and 2.12 permit the use of sample rates those are set on

the edges of white and gray-shaded regions; however, such sample rates should

be avoided for all practical purposes. The major reasons for this is the non-

ideal response of analogue bandpass filters (BPF), instabilities in sample rate

clock-generator and the imperfections in A/D converters, which do not permit to

achieve the exact cut off frequencies. It is, therefore, wise to keep fs somewhat in

the middle of the extreme limits.

Consider the BPS setup shown in Fig. 2.13a. The frequency response of typical

analogue bandpass filter (BPF) is indicated by the gray colour line. Under such

circumstances, it is wise to consider the filters bandwidth a little plus than the

desired bandwidth B as shown in Fig 2.13b. The additional bandwidth, called as

guard bandwidth is in fact used to compensate the shortcomings of our BPF due

to its nonideal behaviour. This means that if we keep an additional bandwidth

(based on roll off factor of BPF and other component limitations) on either side

of the filter we can avoid any aliasing by a careful calculation as shown in Fig.

2.13d. This is just a brief description for the selection of sampling frequency.
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Figure 2.11: Useable sampling rates for BPS, normalized to the signal band-
width (fs/B).

A comprehensive analysis, of how guard bandwidths and A/D clock parameters

relate to the geometry of Figure 214 is available in [19].

Now let us see, how this guard band idea is applicable to Fig. 2.11. Examine one

of the white wedge of it, for example, the one relates to m = 1. The closer we

select our sampling rate to the vertex of it, the more strict are the requirements

of BPF design and vice versa. A more clear depiction is illustrated in Fig. 2.15.

It can be noticed that if we set our sampling rate down towards the vertex of the

white area we are more successful in acquiring a low sampling rate. Nonetheless,

the closer we set our operating point to the boundary of a gray-shaded area, the

lesser the margin we will have for the guard band, demanding a steeper analogue

BPF. In addition, it needs strict compliance to the stability and accuracy of the

analogue-to-digital clock generator. This implies, as a safety measure, we select

some intermediate point, which is fairly optimized with reference to the sampling
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Figure 2.12: Useable sample rates for the bandpass signal of bandwidth 6 kHz
and bandwidth-normalized frequency to R = 4.5.

rates and hardware constraints, away from the gray-shaded regions as shown in

Fig. 2.14.

In order to ensure that we are not operating closer to the boundary, we have two

options. Option one is to select the sampling rate in the center of the respective

white-region for a given value of R. This can be accomplished by taking the mean

value of the maximum and minimum sampling rates for a specific value of m, using

Eq. 2.25, we get a sampling rate given as

fs,cntr =
1

2

⌈
2fc −B
m

+
2fc +B

m+ 1

⌉
=

2fc −B/2
m

+
2fc +B/2

m+ 1
(2.27)

The other option is that we evade the boundaries of Fig. 2.14 and by using the

expression given below and find an intermediate fsi operating point:

fsi = 4fc/modd (2.28)

where modd is an odd integer [26]. Using Eq. 2.28 leads to an interesting conclusion
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Figure 2.13: BPS with aliasing occurring only in the filter guard bands. (a)
A typical BPS setup. (b) Spectrum of original continuous time signal showing
bandpass filter response. (c) Spectrum of filtered continuous signal showing
parts of in-band noise. (d) Spectrum of digital samples after A/D conversion.

that the spectrum of the sampled signal will be centered at one-fourth of the sample

rate, i.e., (fsi/4). This situation is attractive because it greatly simplifies follow-

on complex frequency translation down to the first Nyquist zone and is of great

use in a number of applications pertaining to digital communications. However,

the constraint of modd must ensure that the Nyquist restriction of fsi > 2B be

satisfied.

2.3 The Concept of Aliasing-ambiguity

Aliasing is considered as a frequency-domain ambiguity that does not exist in time

domain. The phenomenon occurs when a continuous signal x(t) is sampled at a

uniform rate, then there exists a set of equally spaced values in the sequence ob-

tained, which are a sub set of some other discrete sequence obtained by sampling

some signal y(t). To appreciate the effects of this ambiguity, we require some

understanding pertaining to the nature of discrete sequences obtained as a result
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Figure 2.14: Typical operating point for fs to compensate for nonideal hard-
ware.

of sampling. Consider the following sequence of values obtained by sampling a

sinewave at uniform periodic-intervals:-

x[n] = [x(0) x(1) x(2) x(3) x(4) x(5) x(6)]

= [0 0.6695 0.6695 0 − 0.6695 − 0.6695 0] (2.29)

Now if we draw the sinewave by plotting the above mentioned sequence of discrete

values shown with the help of stems in Fig. 2.16, it is not necessary that there

exists only one sinewave of given frequency. In otherword, it is not mandatory that,

the achieved sinewave is necessarily formed by using the above given sequence of

values. In Fig. 2.17 we can see two sinusoids of frequency 2-kHz and 8-kHz, both

are constructed from the same sequence of discrete values.

In order to have an analytical review, we derive an expression for this frequency-

domain ambiguity. Let us have a continuous time-domain signal defined as

x(t) = sin(2πf0t) = sin(wot) (2.30)
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Figure 2.15: Intermediate fsi and fs,cntr operating points, to evade operating
beside the gray-shaded regions for the signal of bandwidth, B = 6 kHz and

bandwidth-normalized frequency R = 4.5

Figure 2.16: Discrete-time sequence of values

Now if we sample x(t) at a rate of fs samples/s, that is, at uniform intervals of ts

seconds where ts = 1/fs. we obtain:

x(n) = sin(2πf0nts) (2.31)
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Figure 2.17: Different sinusoids created from same set of discrete values

Using the trigonometric identity, sin(θ) = sin(θ + 2πm) where m is any integer,

we can write Eq. 2.31 as

x(n) = sin(2πf0nts + 2πm) = sin(2π(f0 +m/nts)nts (2.32)

Now if we consider m as an integer multiple of n, so that m = kn and 1/ts = fs,

it is possible to replace the ratio m/n in Eq. 2.32 with k such that

x(n) = sin(2πf0nts + 2πm) = sin(2π(f0 + kfs)nts) (2.33)

This shows that, factors f0 and (f0 + kfs) in Eq 2.33 are equal. This also implies

that, x(n) sequence of equally spaced discrete samples values, present in a sinewave

of f0 Hz, also exactly produces sinewaves at some other frequencies, namely, f0 ±

kfs. This relationships is of a paramount significance in the field of DSP and forms

basis of sampling theory. In words, Eq. 2.33 states that

When sampling at a rate of fs samples/s, it is not possible to distin-

guish between the sampled values obtained from a sinusoid having a

fundamental frequency f0 Hz and a sinewave of (f0 ± kfs) Hz where k

is any positive or negative integer.

To illustrate further the impact of Eq. 2.33, we may use Fig. 2.17 and consider the

sampling of a 6-kHz sinusoid at a sample rate of 8 kHz. A new set of samples is ob-

tained, equally spaced at an interval of 125 microseconds. Their values are shown

at intersection points alongwith another sinewave in Fig. 2.17. Now if we replace
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6 kHz sinewave with 2 kHz and sample it at the same rate, i.e, 8 ksps kHz we no-

tice that the discrete values remains same, i.e, intersection points of both sinusoid.

Comparing it with Eq. 2.33 f0 = 6 kHz, fs = 8 ksps, and k = −1, we notice that

|f0 ± kfs| = |[6− 1(8))]| = 2 kHz. This implies that 2 kHz is an alias of 6-kHz

when sampled at the rate of 8 ksps. In reality there is no processing scheme that

can determine if the discrete values of given sequence, are output of 6 kHz or a

2 kHz sinusoid. If these amplitude values are applied to a DSP system that is

capable of detecting energy at 2 kHz, the detector response would be positive, i.e.,

showing energy at 2 kHz.

Figure 2.18: sampling process of two sinusoid
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Figure 2.19: FFT spectrum showing energy at 2kHz only

Now let us apply both sinusoid to a processing system, which can determine spec-

trum of the given input. If p(t) is the sampling pulse and x1(t) and x2(t) are inputs

to the system, we can find out the sampling sequence y(n) as shown in Fig. 2.18.

Using the same sampling rate of 8 ksps kHz and input sinusoid of 2 kHz and 6

kHz, we see that there is only one out put present at 2 kHz. In fact, most of the
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spectrum-analyzer instruments specially oscilloscopes display energy with respect

to the first Nyquist zone, which is limited to the fs/2. In this case, the first alias

of 6 kHz is 2 kHz and both sinusoid completely overlap as shown in Fig. 2.19.

Mathematically, we may conclude that for any sampling frequency, fs we can

decompose or write the carrier frequency fc as

fc = m(fs/2)± ε (2.34)

where m is the highest odd integer such that fs/2 ≥ ε then

fa = fs/2− ε (2.35)

where fa is aliasing frequency

Example 2.1

Let fc = 300 kHz and fs = 96 kHz, then we can write fc as follow

fc = 7(48) kHz - 36 kHz

therefore fa = 48 - 36 kHz = 12 kHz

Example 2.2

Let fc = 300 kHz and fs = 172 kHz, then we can write fc as follow

fc = 3(86) kHz + 42 kHz

therefore fa = 86 kHz - 42 kHz = 44 kHz

In the literature, this phenomenon is also known as folding, since fa is a mirror im-

age of fc about fs/2. The sampling theory proposed by Shannon is also applicable

for the case of an uneven sampling, that is, the case, when samples taken are not

equally spaced in the time domain. In the literature, this is known as nonuniform

sampling (NUS). According to Shannon theory for non-uniform sampling a band-

limited signal whose X(f) = 0 outside the SOI, can be perfectly reconstructed

from its discrete sequence provided that, the average sampling rate satisfies the

Nyquist condition [27]. This leads us to the conclusion that, it might be easier

to develop reconstruction algorithms for uniformly spaced samples but it is not
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a necessary or sufficient condition for perfect reconstruction. For an ideal NUS

process, ts(n) = tn 6= nTs. In the case of NUS, the frequency spectrum of xs(t) is

not necessarily periodic and the Fourier transform becomes

Xs(f) =
∞∑

n=−∞

x(tn)ej2n . (2.36)

In the case of NUS the corresponding Energy Density Spectrum can be obtained

by taking the square of the magnitude of the Fourier transform [28], i.e.,

Es(f) = |Xs(f)|2 = [. . .+ x(t0) cos 2ft0 + x(t1) cos 2ft1

+ x(t2) cos 2ft2 + . . .+ x(tn) cos 2ftn + . . .]2

+ [. . .+ x(t0) sin 2ft0 + x(t1) sin 2ft1

+ x(t2) sin 2ft2 + . . .+ x(tn) sin 2ftn + . . .]2...(2.37)

Non-uniform Sampling technique is well used in spectrograms for spectral analysis

and also for obtaining oscillograms in oscilloscopes [29]. As described in [30],

that when we sample a signal at the recommended Nyquist rate there will always

be an aliasing error till the signal is ideally band-limited. So in order to avoid

such odds for alias-free sampling, selected criterion must be based on unequally

spaced instants of time referred as NUS. The aperiodic attribute of the frequency

spectrum enables NUS to overpower the interfering signal spectrum caused by

intentional or unintentional aliasing.

2.4 Receivers Architectures

a. Superhyterodyne receiver architecture. This kind of receiver uses two

stages to translates the signal to a low frequency band by down-conversion mix-

ing. Generally, the second IF of a dual-IF superhyterodyne receiver is equal to

zero. In the such case, demodulation and detection are carried out at base-band

level. Figure 2.20 illustrates the superhetrodyne architecture as zero IF receiver.
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In the zero IF architecture, second down-conversion is performed through quadra-

ture mixers, which have a π/2 radians phase shift between its LOs signals. Con-

sequently, any offset of I and Q components from the nominal phase shift (π/2)

radians or amplitude mismatches shall produce the Bit Error Rate (BER). How-

ever, if the second IF is higher than zero (mostly by a frequency gap of more than

the signal-bandwidth), the architecture may be considered as a digital-IF receiver.

In the such case the IF bandpass signal is processed by an ADC, and the I/Q

mismatches can be circumvented by signal processing in the digital domain.

Figure 2.20: A conventional dual IF superhyterdyne receiver with second IF
as zero

b. An homodyne receiver architecture. An homodyne receiver may be the

other choice, where there is no IF stage between passband and base-band. The

input to the ADC is fed at base-band,as shown in the Fig. 2.21. This has a

major advantage over the superheterodyne receiver, i.e., image problem can be

eliminated because of zero IF, consequently no IRF required. However, homodyne

receiver gets effected from the problems of DC-offset and LO leakage. The leaked

signal gets mixed with the output of the LO and generates a DC component. This

undesired DC component and DC off set have adverse affect on the information

signal.

c. Low-IF receivers. In the low-IF receiver, a low IF stage is cascaded between

passband and base-band. The low IF signal is first filtered, amplified and then

digitized by an ADC as shown in the Fig. 2.22. After this, frequency transla-

tion from the low-IF to base-band makes it more convenient to tackle problems in
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digital domain, such as I/Q mismatches which are mostly found in the analogue

domain. This design also offers some advantages in terms of simplicity and higher

level integration with modern receivers. Moreover, low-IF receivers as compared

to homo-dyne receivers, have no DC-offset issues since the signal after the first

down-conversion is still considerably higher than DC. However, in low-IF receivers

the IF is very low (it may be 1-2 times the information signal bandwidth), and

this rises an issue of image-signal rejection in the RF bandpass filter. In this case,

both the image and the wanted signal may be sampled and quantized in the ADC.

Figure 2.21: Homodyne receiver architecture with reduced discrete compo-
nents

d. Wideband IF receiver. This architecture may be considered as an alternate

to superhetrodyne receiver based on IF receiver architecture. In the wideband IF

receiver, the entire RF-band containing the information signal is down-converted

to IF. This is accomplished by multiplying the output of the first LO with a

fixed frequency. The IF signal passes through a LPF such that the frequency

components higher than the IF are filtered out. The desired channel out of the

complete band is then further down-converted to DC using a tunable LO and fed

into an LPF. The selected channel signal, which is frequency-translated is then

processed by an ADC in the same fashion, as is carried out in the conventional

superheterodyne or homo-dyne receivers.
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Figure 2.22: Low-IF receiver architecture

Figure 2.23: Wideband IF receiver architecture

Figure 2.24: A sub-sampling SDR architecture

e. Sub-sampling receiver architecture. This architecture is mostly used in

SDR. Two major concerns of SDR are position of the ADC with reference to an-

tenna and DSP efficiency to deal with the higher sampling rate [31]. One of the

solution is to place the ADC as close as possible to the antenna. Ideally both

sampling and digitization are performed simultaneously on the RF signal. This

however demands an ADC with a higher dynamic range because of the presence of

strong interfering signals around desired SOI. Although this is possible to achieve

with the present technology, however, it is not advisable in most of the cases. It

is more reasonable to do an IF digitization as shown in Fig. 2.25. The sampling
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function can be either classic lowpass sampling or bandpass sampling. In the case

of LPS, the output of the BPF at IF stage is directly sampled and digitized by an

ADC. The direct down-conversion and digitization is useful to overcome the prob-

lem of I/Q mismatches. However, in this case sampling rate on an IF bandpass

signal is significantly high, based on Shannons sampling theorem, using interpola-

tion formula. This leads to certain restrictions on the performance requirements of

ADC, e.g., linearity and dynamic range etc. In the case of bandpass sampling the

requirements on the digitizing ADC are relaxed due to a low sampling rate that

is only slightly greater than twice the information bandwidth. It can be noticed

Figure 2.25: Subsampling receiver architecture

that out of the all of the above mentioned architecture only sub-sampling SDR

architecture provides an opportunity to place the ADC as close to the antenna

as possible. Moreover number of discrete components are considerably reduced in

this type of architecture. However, still there are some constraints which needs

to be settled. Mostly, these constraints are related to the sampling methodology;

such that there would not be any frequency aliasing-overlap after down-conversion

of complete SOI in the base-band.

2.5 Bandpass Sampling for Multiple RF Signals

Classical sampling techniques discussed till now are limited and applicable to a a

spectrum composed of single band or signal. Consider an RF spectrum comprising

N bandpass signals which are positioned in a nonlinear fashion and each signal
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has a bandwidth W1,W2, . . .WN = B. These bandpass signals are spaced in such

a fashion that their frequency separation ∆f = fli+1 − fli >> Wk. Fig. 2.26

illustrates the spectral layout of the system, that is sparse in nature such that fl1

is the lowest frequency of signal X+
1 and highest frequency in the spectrum under

consideration is fhN belongs to the signal X+
N .

Figure 2.26: Passband spectrum of multiple RF bandpass signal

The basic rules for downconversion of such a spectrum using software -defined radio

(SDR) are introduced in [32]. First, the ADC should be placed as near the antenna

as feasible in the chain of radio frequency front-end circuitry. Second, the resulting

samples should be processed on a programmable micro or signal processor. These

two guidelines enables the realization of all the benefits associated with the SDR.

If we desire to down-convert two contiguous bandpass signals X+
N−1 and X+

N to

the baseband, then there are two major factors which require our attention. One

is the receiver architecture and other is the sampling technique. Using an efficient

receiver architecture supplemented by appropriate sampling methodology enables

us to utilize our maximum SOI; while committing minimum resources in terms of

hardware and processing time etc. The common constraints, which are frequently

referred in the literature, [32], [33] for direct downconversion of multiple RF signal

generally known as ‘boundary constraint’ and ‘neigubourhood constraints’ can be

described as follows:

2.5.1 Boundary constraint.

This constraint applies to the both single and multiple signals in the SOI. Bound-

ary constraint implies that in the process of bandpass sampling none of the replicas

of X+
i (f) and X−i (f) should overlap at the edges of first-Nyquist zone i.e. [0, fs/2)
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as illustrated in Fig. 2.27. Similarly in the case of multiple signals as shown in Fig.

2.28 it is mandatory that all replicas are completely positioned within [0, fs/2),

else if 0 or fs/2 is contained inside the band of these replicas, there will be spec-

trum folding resulting in loss of information. Moreover, the center frequency of

the replicas of X+
k (f) or X−k (f) for k = 1, 2, 3, . . . N should be positioned at a gap

of B/2 from either side of the first-Nyquist zone. Mathematically, this constraint

is expressed by the following set of equations:

0 ≤ fIF −B/2 (2.38)

fs/2 ≥ fIF +B/2 (2.39)

Figure 2.27: Spectrum of single bandpass signal (a) Prior to sampling (b)
After sampling at fs

2.5.2 Neighborhood constraint.

This constraint is relevant only to the multiple RF signals in the SOI. Neighbor-

hood constraint implies that any of the replicas of Xi(f) and Xj(f) should not

overlap to its adjacent replica in the first-Nyquist zone i.e. [0, fs/2). For example

as illustrated in the Fig. 2.28, X−i (f) should circumvent any overlap with X−i+1(f)
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for i = 1, 2, . . . , N − 1. Mathematically, it is defined as:

Wi/2 +Wi+1/2 ≤ fIFi
− fIFi+1

(2.40)

Figure 2.28: Downconverted spectrum of multiple RF signal using bandpass
sampling



Chapter 3

Literature Review and Problem

Formulation

3.1 Literature Survey.

In communication systems (voice, data, image, video), quality of communication

i.e., whether the reconstructed signal distinctively characterizes the actual signal

or not. This reconstruction with maximum matching to the actual signal is mainly

dependent on the sampling features and their realizations in hardware. On the

basis of this pretext, our literature survey may be broadly divided into three major

parts; Part-I, Part-II, and Part-III. Part-I is generally limited to the contempo-

rary sampling techniques and their evolution, Part-II presents down-conversion

of multiple RF signals using subsampling techniques and Part-III refers to the

applications of these techniques in various hardware architectures.

3.1.1 Evolution of the Sampling Techniques

Keeping in view the sampling interval (or period), sampling can be ideally catego-

rized into two classes, Non-Uniform Sampling (NUS) and Uniform Sampling (US).

40
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According to the Shannons sampling theorem [34], any signal x(t), which is band-

limited to the bandwidth [−B,B] can be completely reconstructed from uniform

sequence of values attained with the sampling rate that is at least two times of

the maximum bandwidth. The reconstruction of x(t) is done by convolving the

sampled sequence with a sinc function. This process is equivalent to an ideal low-

pass filtering process in frequency domain. The reconstruction formula derived by

Whittaker is given by

.x(t) =
∞∑

n=−∞

x(nTs)sinc(2B(t− nTs)), (3.1)

where sinc(x) = sin(x)/(x) and the inter-sample time interval is given by Ts =

1/2B. Besides Shannons theorem on bandpass sampling, there exist several other

methods to extract the data from the parent signal and yet are able to reconstruct

the signal. These include, but are not limited to the nonuniform sampling or

derivative sampling, where, the samples from the signal and its derivative at half

the Nyquist rate at least for each can also uniquely determine the signal without

corrupting the original signal. However, in the case of NUS, it is an uphill task

to choose the non-uniformly distributed sampling technique in which, the input

band-limited signal is exclusively identified from the sampled values without any

destructive effects of aliasing. For instance, application of a sampling point process

obtained by deliberate introduction of random fluctuations into a periodic point

process do not lead to elimination of aliasing.

In the area of NUS, Shapiro and Silverman [35], were amongst the first researchers

who claimed that it might be possible to perform the aliasing free sampling of

random noise. In their work, they showed the reality of expanding the frequency

range where, signal processing is not corrupted by aliasing. The general theory for

non-baseband and nonuniform samples was developed in 1967 by Henry Landau.

He proved that the average sampling rate (uniform or otherwise) must be twice

the occupied bandwidth of the signal, assuming it is a priori known what portion

of the spectrum was occupied[36]. Beutler [37]considered the general problem of

alias-free sampling and presented criteria for alias-free sampling relative to various

families of spectral distributions. Marsy [38], [39], further extended the work in
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[37], for reconstruction of signals to abroad class of random sampling schemes,

by keeping the sampling intervals dependent and showed that random sampling

scheme is ”alias free” relative to various families of spectra. It was further shown

that the alias free property of this class (composed of independent sampling inter-

vals) of sampling schemes is invariant under random deletion of samples. Shapiro

[35] in his work also described that there are random sampling schemes, like Pois-

son sampling, which may eliminate aliasing and lead to an uniquely identifiable

power spectral density.

Other approaches in use for the reconstruction of the analogue signal, taken from

the NUS can be divided into three classes: interpolation (Spline Interpolating,

Gridding Algorithm) [40], [41], [42], iterative (Iterative Algorithms)[43], and svd

methods (Minimum-Energy Signals, Least Square Reconstruction Algorithm) [44],

[45]. Besides these approaches significant efforts are made to reconstruct the signal

from level crossing (LC) and zero crossing (ZC) using NUS [46]. Unfortunately,

recovery of the signal from the level crossing information is not always robust to

sampling noise and timing quantization. Logans theorem [47], provides no robust-

ness guarantee for the reconstruction performance. In [48] attempt to make use

of sparsity-based signal reconstruction from ZCs is made. However, the proposed

algorithm being dependent on ZCs is not able to guarantee the reconstruction per-

formance for the recovery of original signal. Such reconstruction algorithms need

more number of samples so as to solve an overdetermined system of equations

and have convergence dependent on choosing of algorithm parameters[46]. On the

other hand, in the case of US, bandpass-sampling theory is well developed for a

single RF signal that is to be down-converted with significantly-reduced sampling

rate. Factually, it was Cauchy to had been the pioneer to theorise the bandpass

sampling conditions [49], in the middle of last century. Besides, Nyquist [50], and

Gabor [51], in their classic work, also mentioned the scenario of band pass sam-

pling. Later, Kohlenberg [52], introduced second order sampling and provided the

basic interpolation formula, which was then reported in the text by Goldman and

Middleton [53]. Quadrature sampling was introduced by Grace and Pit [54] as a

specific type of Kohlenberg’s second-order sampling. The authors found a limit
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to the minimum sampling rate fs = 1/a for a given bandwidth B around carrier

frequency fc, such that fs ≤ B. The sampling of bandpass signal with reference

to band position was first discussed by Vaughan et al. [55]. The authors, pre-

sented the acceptable and unacceptable using the first-order sampling. A specific

emphasis was also given to practical sampling rates, which were nonminimum. In

a number of text books, such as [56], state that for general cases, the minimum

sampling frequency is

fs =
2fu⌊
fu

2fB

⌋ , (3.2)

where bfuncc stands for the largest integer not bigger than func. In reality,

Eq. 3.2 only determines the lowest sampling frequency, and aliasing may occur

for higher sampling frequencies [57]. Gaskill [58] modified Eq. 3.2 to yield the

range of sampling frequencies for which aliasing can be circumvented. Authors in

[55] describe additional restrictions and some stiff requirements on the front-end

hardware due to bandpass sampling in terms of the bandpass filters and ADC.

They insisted that bandpass filters with high Q factor should be centered at the

carrier frequencies requiring narrow passbands, thereby requiring precise center

frequencies and a high Q factor. The ADC input bandwidth needs to be very

high, of the order of carrier frequencies of the bandpass signals. This increases

complexity, hardware noise and power consumption.

3.1.2 Bandpass Sampling for Multiband Sparse Spectrum

In the past decade, several algorithms have been introduced for multiple signals

to arrange each spectrum properly in a necessary order and find suitable sampling

frequency for the direct down-conversion of spectrum of interest (SOI) [32, 59–61].

In [32], a basic method was proposed by Akos et al. that could check whether a

sampling frequency could be available or not for the aliasing-free down-conversion

of multiple RF signals using bandpass sampling. However, this method was not

able to find valid frequency ranges. In the subsequent research work it was also ob-

served that the complexity for finding the sampling frequency to simultaneously
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down convert multiple bandpass signals using bandpass sampling also increases

with number of input signals. In order to obtain the formula for the ranges of

valid BPS frequency, Tseng et. al in [59], proposed an algorithm that was use-

ful to thoroughly analyze the relations between the frequencies on the edges of

each radio frequency signal. For N bandpass signals, a numerical solution for the

sampling frequency was obtained by solving 3 + (N/2) constraint equations. Of-

ten, these constraints could lead to considerable oversampling requirements i.e.,

the solution needed much higher sampling frequency than the sum of sampling

rates required by all desired signals. Higher sampling rate not only increased the

ADC complexity but also required higher DSP speeds, thereby also increasing the

power consumption and processing time. In the technologies, introduced in the

beginning of this century, maximum sampling frequencies were of the order of a

few tens to a few hundreds of MHz. The passband frequencies used were also

limited to a few thousands of MHz range, created suitable conditions to bandpass

sub-sampling concepts [59, 60]. This, in turn, set relatively high demands for RF

band-limitation filtering, prior to sampling, to control harmful aliasing effects. In

addition to filtering requirements, the power consumption of the sampling cir-

cuitry itself could be somewhat higher, as compared to ordinary low-frequency or

baseband sampling approaches. This is because the usable sub-sampling frequen-

cies depend essentially on both the signal bandwidth and center-frequency, and

are typically somewhat higher than the corresponding minimum sampling rates in

ordinary low-frequency sampling.

In real bandpass sampling, not all the sampling frequencies between the minimum

frequency (fs(min) = fH/n) and Nyquist frequency(2fH) are allowed. This is be-

cause for same sampling frequencies, the aliasing occurs at the negative frequency

part overlapping its positive frequency part. However, if sampling is applied to

the single sideband signal, the complex bandpass sampled signal cannot generate

aliasing if the sampling frequency is larger than bandwidth (fH − fL). Hence, the

constraints of real sampling could be easily relaxed. Consequently, the method

presented in [59] can be much simplified. In [61], [62] the authors used graphical

method to describe the useable sampling frequency ranges for each RF signal. By
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overlapping the graphs of all desired signals, the intersection points of the graphs

are obtained. The frequency available within the ranges of the intersection is the

valid sampling frequency and may be considered suitable for all RF signals. How-

ever, this method is of less practical use, especially in the scenarios where large

number of RF signals are to be down-converted or when the bandwidth of RF

signal is too less than the fH . In fact in such cases, it is very difficult to find the

ranges of intersection or there may be large number of intersections to be identi-

fied correctly. In [63] Mahajan et al. proposed a front-end technique to directly

down-convert frequency division multiplexed (FDM) signals. A down-conversion

function was proposed in to simplify the down-conversion of multiband signals

when the member bandpass signals are separated by a frequency larger than the

sampling frequency. This imposed an additional constraint of a certain minimum

frequency separation. In addition, an exclusive function for simultaneous down-

conversion was derived to acquire aliasing-free signals in the baseband. Their pro-

posed technique was based on DSP in the baseband and required a simple bank of

parallel BPF and an ADC, which had baseband input as compared to bandpass

sampling. It is a fact that, the baseband processing has an edge over pass-band

that imposes BPF requirement of higher ’Q’ factor and an ADC which can deal

with pass-band RF inputs. However, the proposed method could not guarantee or

claim about the minimum sampling rate and had a strict requirement of minimum

frequency separation between the desired signals in the pass-band.

In [33], Lin et al. proposed an iterative algorithm for finding the minimum sam-

pling rates of an RF spectrum that consisted of multiple band-pass signals. It had

important application in SDR, where it was suitable to down-convert multiple

bandpass signals simultaneously. In their proposed work, the authors derived a

set of conditions for alias-free sampling. The minimum sampling frequency could

be found by iteratively increasing the sampling frequency to meet the alias-free

conditions [64]. It is easy to see that such methods may become increasingly

more complex and harder with increase in the number of channels. Since, most

of the work in the field of bandpass sampling is limited to the spectrum which is

non-linear in nature, therefore, no closed form formula could be ever developed
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which may guarantee the ideal or lowest sampling rate. However, muñoz et al. in

[65] provided minimum sub-Nyquist sampling rate in the context of evenly spaced

equal-bandwidth multiband systems. The authors recommended necessary con-

ditions to circumvent aliasing for channel allocation but those conditions are not

sufficient to make use of complete SOI. In other words, their work is not universal

in nature and is not applicable to a large sparse ratios between the information-

bandwidth and lull-bandwidth. Later, in [66], the authors derived the analytical

rules which guarantee that the minimum sub-Nyquist sampling frequency avoids

aliasing. However, these equations were only valid for the restricted case of evenly-

spaced equal-bandwidth multichannel systems. In their work, a general dual-band

case was analyzed that computed the aliasing-free set of frequencies for given chan-

nel bandwidths and the spectrum parameters. Extending their work, the authors

provided simple guidelines for more than two channels cases. In [67], a frequency

selection method for multiband RF signals was presented. The method was based

on a cylindrical surface spectrum and arc distance, introduced a 3D visual expres-

sion for cylindrical surface spectrum of digital signal, that reflects the circulatory

nature of the spectrum of digital signals. A function of arc distance between two

frequency bands was also introduced which was claimed to be useful in the deter-

mination of sampling frequency and design of digital filters. Lastly, an approach

to find a minimum sampling frequency for multi-band signals was introduced in

[68, 69]. Instead of using the conventional constraints, i.e., neighbour and bound-

ary conditions, a new set of constraints on the useable sampling frequency was

derived. The authors used the geometric approach to the bandpass sampling theo-

rem, while formulating the new constraints. This reformulation of the constraints

on the useable sampling frequency represented the problem as an optimization

problem which was structured by the geometric and mixed-integer nonlinear pro-

gramming methods. The convex optimization problem was then solved by the

proposed algorithm applying interior point approach in the line search framework.

However, the geometric approach becomes complex with the increase in number

of bands in the SOI.
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3.1.3 Bandpass Sampling Application

As for as the applications of BPS are concerned, we conducted a literature survey

that pertains to BPS dependent communication systems in general, and SDR re-

ceiver and GNSS receiver in particular. RF-transceiver front-end, which is mostly

comprised of analogue circuitry does not get the full advantage from technological

scaling. As a result, research progress in analogue blocks (front-end of transceivers)

and base band blocks (Digital Base Band Processors), and the Application Proces-

sors (DSP block) has not been similar in the past years. The latter being utilized

to deep-submicron technologies scaling enjoyed tremendous developments. At the

same time, the improvements in the switching characteristics of metal oxide semi-

conductor transistors offer significant time accuracy, and photo-lithography offers

precise control on the capacitance ratios. The key performance of many analogue

circuits is directly dependent on precise capacitance ratios [70].

3.1.3.1 General Purpose Communication Receiver

In general, the progression of multiband-multistandard receivers can be divided

into two major areas. The first area, which is already covered above in section

3.1.1 focuses on the sampling techniques like lowpass sampling, bandpass sam-

pling and quadrature-bandpass sampling [71, 72], used in digital receivers for

down-conversion and digitization of analogue signal. The second area is about

the improvements and modifications in the hardware-architecture of receivers. It

encompasses heterodyne [73], intermediate frequency (IF) receivers [74], homodyne

[75] and direct RF sampling receivers[76]. In direct RF sampling receivers, a very

high flexibility and re-configurability are among the most desired attributes, this

can be acquired when signals are sampled directly at RF stage. Moreover, due to

the reduced quantity of FE analogue components, there is considerable reduction

in the size of the radio as compared to many other contemporary radio designs,

eventually giving an advantage in terms of lower power requirements, costs and

reduced complexity. However, there are still, other issues that need attention in

direct RF sampling receiver design and concept [77]. One is that, in the ultra high



Literature Review and Problem Statement 48

frequency ranges of the signals to be sampled, there is a substantial increase in the

timing inaccuracies or jitter produced in the sampling process that starts to limit

the overall performance of the receiver and system to an noticeable extent. The

random jitter, which accumulates during the generation and distribution of the

clock signal limits the SNR performance at high frequencies. A locked histogram

test revealed that for a 1.5 ps rms jitter in the system including the clock gener-

ator, the synthesizer, and the ADC chip, translates the system SNR from 55-dB

(at 1 MHz input) to a 70-dB SNR at approximately 40 MHz [78].

A systematic approach to classify the receiver designs is also proposed in [79]

facilitates useful insights into the interrelations between different architectural ap-

proaches, and the architectural trade-offs that affect system-level performance.

The objective during all the development of any modern state of the art receiver

has always been to acquire a design, which on one side has reduced noise, hard-

ware complexity and power requirement, and on the other side can receive wide-

band of electromagnetic spectrum. These two categories converge to configurable,

multimode-wideband receivers, which are capable to simultaneously digitize and

down-convert multiple signals [80–82]. Eventually this trend led to the develop-

ment of a Software Defined Radio (SDR) architecture.

3.1.3.2 Software Defined Radio.

The process of RF sub-sampling is to sample a signal at the input stage in RF

band and to translate it to a near baseband through intentional aliasing with-

out involving any IF stage. This methodology can be reliably implemented on

a bandpass RF signal with a sampling rate of only two times the information

bandwidth, that is sufficiently less than the Nyquist rate [83]. In addition to pro-

viding an interface between the RF stage at the input and the ADC, the bandpass

sub-sampling technique also provides more options of sampling rates for a mul-

timode or multiband radio architecture, which is a fundamental feature in the

design of cognitive radio. This concept has its major applications in Software De-

fined Radios (SDRs) development and design. An SDR is a re-configurable radio

receiver or transmitter whose functions are mainly defined software driven, thus
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supporting multistandard, multimode and multiband radio communications [84].

For an SDR, it is mandatory to have a wideband analogue frontend (FE) and an

A/D converter to allow a variety of signals from various systems to be processed.

Considering the above mentioned development pattern, it was who Mitola first

envisioned the idea of an SDR in 1995. The SDR, which was initially conceived

for military communication and applications [85], has the provision of changing its

functionality through replacement of the waveforms and hence provides a relatively

swift and economical way to adopt the rapidly emerging mobile communication

standards. In military and commercial wireless communication systems, there is a

requirement for a single radio to communicate simultaneously with nets of differ-

ent radios using different RF bands and different modulation techniques [86–88].

To achieve this goal, methods for direct down conversion of multiband RF sig-

nals using a single ADC has attained a lot of significance. Later, the use of an

SDR concept in cellular applications has been a topic of interest for the last two

decades. In [88], authors studied the two key issues in the implementation of a

software radio. The first issue is the development of optimal receiver design that

demands the least possible number of bits in the wide-band A/D convertor and

the second is efficient channelizer that is capable of extracting individual channels

from the digitized wide-band signal. A large portion of the the RF front-end and

base band block become digital, by placing an A/D converter right after to the

antenna. The A/D converter requirement for a BPS receiver is also studied in

[89]. It is clear that the desired performance out of an A/D convertor should meet

the exceptional specifications, particularly in the present scenario this turns into a

mismatched relation that is desired in the context of energy-efficient solution[90].

Digital communication standards, with the exception of ultra wide band wireless

standards for RF spectrum are authorized the frequency ranges from 800 MHz to

6000 MHz, however, for a single the bandwidth is limited to a maximum of 20

MHz. Therefore, in order to have multistandard digital circuitry demodulation

and base band processing can be managed to this lesser frequency range of a few

MHz. Signal processing operations prior to the A/D convertor in the real sense

can be limited to amplification, filtering and down-conversion. Therefore, we can
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visualize the scope of maximizing the flexibility and re-configurability while min-

imizing the power requirements, size and hardware complexity are some of the

major design attributes. In modern radio transceivers, the over all implementa-

tion of the software defined concept is mainly limited by the FE. In fact, designing

a flexible FE in classic ways is challenging because of the narrow bandwidth of

intermediate frequency (IF) filters and limited range of the frequency synthesizers

[91], [92].

3.1.3.3 Bandpass Sampling and GNSS Receivers

GNSS is another area, where multiple signals are accommodated and processed

and hence involves the sub-sampling. As an SDR supports multiband radio com-

munication and defines radio functionality in software, therefore it allows the de-

velopment of reconfigurable GNSS terminals [93]. In the mass market, there are

few commercial products that support more than one GNSS signal, such as the

MAX2769 [94] that supports GPS, GLONASS and Galileo radio signals. Liter-

ature [95–97] describe multiband GNSS receiver solutions. Fundamentally, the

navigational signals transmitted by these systems uses the same trilateration posi-

tioning principles as that of the GPS but they differ in terms of signal parameters

like frequency, bandwidth and modulation etc, resulting in receivers design spe-

cially RF front end not being fully compatible with the other systems. At the

same time, the combination of the various GNSS signals in a single GNSS receiver

can help to satisfy the user requirement to a great extent. That is the reason, a

universal GNSS receiver design is essential that could receive and process multiple

signals from various navigation systems. However, one major restriction in the

design of a universal GNSS receiver is the RF front end, which may be either com-

plex or have limitations for covering all GNSS bands and signals. In [95] Barrak et

all, propose a GNSS sub-sampling receiver. A hard-wire sub-sampling frequency

is selected through iterative algorithms and used to down convert the GNSS sig-

nals. The latest to join the race is the Compass system, designed by China, which

is currently ahead of the Galileo program, with eleven spacecrafts launched as of

2012 April [98]. An SDR receiver system capable to simultaneously process Global
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Positioning System and Galileo signals is detailed in [99]. [96] describes the design

features of a a fully integrated dual-channel multiband RF receiver. In [100] a

configurable multiband GNSS RF receiver using an heterodyne radio architecture

for Compass/GPS/Galileo applications is used to accomplish the goal. A low-IF

receiver proposed in [101] used variable local oscillator to directly down converts

RF signals to base-band, and to control an analogue mixer. However, this archi-

tecture has certain drawbacks in terms of large constraints on LO specifications,

like the phase noise imposed by the DC offset and tunable range and also the high

gain between quadrature component of LOs and signal paths.

3.2 Gap Analysis

In order to have a clear understanding of the problem statement it is more appro-

priate to have a gap analysis of the past work that was carried out in the field of

sampling theory. In this connection it may be summarized as follows.

• Most of the work, [13, 18–20, 30], [50]- [55] is limited to down-conversion of

single band or signal to the IF stage or baseband. In the case of multiband

signal the problem of aliasing overlaps comes across. To address this prob-

lem sampling rates in some cases becomes closer to the Nyquist rate.

• Most of the work, [59]- [64] is restricted to the down-conversion of the existing

spectrum already in use. This spectrum is non-linear in nature and no

specific closed form algorithm exists to ensure the minimum sampling rate

without any additional constraint. There exist no literature which describes

a relation between the spectrum layout and sampling rates,

• Most of the algorithm, [1, 4, 33, 60, 102] proposed for finding the mini-

mum sampling frequencies are iterative in nature. Their emphasis is just
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to determine the minimum sampling rate so that the desired SOI may be

down-converted in the first Nyquist zone without any aliasing. In such type

of algorithms, first a set of already existing conditions is satisfied for alias-

free sampling of the desired signals. Later on, these conditions are checked

with few computations. When any of these conditions is not satisfied, the

sampling rate can be gradually incremented in a fashion that the prescribed

condition is satisfied. Hence, the sampling rate is increased through iter-

ations, and algorithm for finding the minimum sampling frequency is also

satisfied for all essential conditions. After satisfying the algorithm for two

bandpass signals the algorithms are generalized for more than two bandpass

signals.

• The useable sampling frequencies for a desired SOI are not limited to a spe-

cific set of frequencies. Instead these are extended to aliasing free frequency

intervals. Consequently, one needs to verify the complete range before its

implementation

• For a given SOI, two sampling frequencies are calculated or proposed, each of

which is supposed to be minimum with its own set of conditions. One of these

frequency is minimum with the ordering constraint after the spectrum folding

in the process of sampling and the other is without ordering constraint. For

a nonlinear spectrum, the minimum sampling rates have been derived are

limited to single-band and dual-band input signals. No universal bandpass

sampling method is established to define a least possible bandpass sampling

rate, that is valid as well for either linear or nonlinear systems by making an

allowance for a multiband input signal.

3.3 Research Motivation

As identified above, in order to avoid any alias-overlap, there are two major types

of constraints, which are common to most of the work: the first, is referred as
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‘boundary constraint’ and the other is referred as ‘neighbor constraint’. However,

no constraints like position of bands in SOI and their inter-position gaps are ever

discussed. Only Vaughan [55] in his work has mentioned the significance of loca-

tion of band in the case of single band has to be sampled and down-converted to

the base-band region. It is pertinent to high-light that as per best of our knowl-

edge no work has ever been presented that described the necessary and sufficient

conditions, which ensure ideally minimum sampling rate (exactly equal to the

twice of the information bandwidth of all signals in the SOI) for the RF signals

in the passband. It is only in [65], where Munoz et al., mentioned minimum sub-

Nyquist sampling rate in the context of evenly spaced equal-bandwidth multiband

systems. In [65], the authors recommended necessary conditions to circumvent

aliasing after down-conversion but the condition are not sufficient to make use of

complete or maximum use of SOI, while using the proposed sampling rates. As

per our research minimum sampling rate (ideally fs = 2NB) is possible to achieve

in the case, when the desired signals are uniformly spaced in our SOI. However,

even then there is a case when fs = 2NB can not be applied directly and hence

requires an increment proportional to the bandwidth B. Our proposed conditions

mainly relate to the position of the signal with minimum carrier-frequency in the

SOI and the sparseness. In our research work, the case, where minimum sampling

rate i.e., 2NB is not applicable is also highlighted.

3.4 Problem Statement

Keeping in view the classical sampling techniques, the literature survey and the

gap analysis, it is now possible for us to define our problem as follows:

To establish necessary conditions to find minimum sampling rates

for a uniformly- spaced sparse-spectrum with any sparse ratio. Con-

versely, it is to find layout of SOI (set of frequencies) of the band-

limited signals in the passband that can be simultaneously digitized and

down-converted in the first Nyquist zone without causing any aliasing
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overlap, while fulfilling the above mentioned constraints for a given

sampling rate.

3.5 Thesis Contributions

In our research work, we made an endeavor to explore bandpass sampling theory

and its applications. Following are are the major contributions towards this end:-

a. Development of a generic algorithm to find the lay out of spectrum that may

be sampled with minimum possible sampling rate. Prior to this, to the best of our

knowledge, most of the works pertains to find out the minimum sampling rate for

given multi-band spectrum. In this context, our work is novel and is reasonably

helpful to carry out frequency selection and planing while designing a multi-band

wireless transceiver.

b. Although our work pertains to uniformly spaced spectrum, but it is also appli-

cable to non-uniformly spaced spectrum by carrying some spectrum management.

A case study is included in chapter 6 for Global Navigational Satellite System

(GNSS) using a composite receiver design, which integrates the advantages of he-

terdyne and direct RF sampling receiver.



Chapter 4

System Model and Proposed

Sampling Theory

4.1 Overview

In the last chapter, reference literature [32, 59, 60] clearly describes sampling algo-

rithms for the down-conversion of single and multi-band signals. Similarly, there

are other algorithms proposed by authors in [33, 64] to find minimum sampling

frequencies for multi-signal spectrum. However, permissible sampling rates lies in

the range of 2.5 to 4 times of the maximum information bandwidth. Moreover,

no algorithm guaranties the minimum possible sampling rate of 2B (twice of the

BW of occupied spectrum) as described by bandpass sampling theorem, especially

when the spectrum of interest is sparse in nature. Our objective is to establish the

conditions which are necessary to find minimum sampling rates for a uniformly-

spaced sparse-spectrum with any sparse ratio. By minimum sampling rate we

mean that either fs = 2B or it should be as close to 2B as possible. Our concept

is based on two factors: First is the sparsity ratio and the lowest carrier-frequency

in the spectrum of interest. Although sampling rate does not change with the

change in sparsity. However, selection of fc1 or fL1 depends on the pattern of

the sparseness also referred as sparsity. Second is the lowest carrier-frequency

55
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Figure 4.1: A spectrum comprising N number of RF signals

fc1 = fL1 + B/1 is the center frequency of the lowest-band in our spectrum of

interest and is based on our algorithm presented in [8]. Any violation in selection

of the lowest carrier-frequency other then the recommended will be at the cost of

increased sampling rate and additional memory for storage of samples. Moreover,

the sampling frequency, fs = 2NB, should not be integer-multiple of the frequency

separation, ∆f , between information signals and vice versa.

4.2 System Model

In software defined radio (SDR) systems, it is desirable to down-convert multiple

RF signals simultaneously by placing an analog-to-digital converter (ADC) as near

the antenna as possible. However, this demands the ADC of very large bandwidth

and also requires very high sampling rate in the case of low-pass sampling. Our

system model reflects a multiband spectrum, that is comprised of N uniformly

spaced RF bands each of bandwidth B. These bands are separated by space

∆f = fli+1 − fli as described in section 5 of chapter 2. Same model has been

simplified and illustrated in Fig. 4.1. An RF front-end design of a radio receiver

applicable to our model is as shown in Fig. 4.2.

A wide-band RF signal is received from the antenna and amplified with a low-

noise amplifier (LNA). Then the signal is filtered with N parallel bandpass filters.

The analogue-to-digital converter (ADC) is placed closed to the antenna so that



System Model and Proposed Sampling Theory 57

Figure 4.2: The front end of a receiver architecture with the functionality of
digitizing multiband input signals

the analogue components can be reduced. Further signal processing of the input

signal is carried out in digital domain. This is considered as direct RF sampling

architecture, where minimum sampling rate is used to directly digitize the ana-

logue signal without any spectrum folding or aliasing-overlap in the first-Nyquist

zone.

4.3 Technical Details

Assume that spectrum is sparse such that the total bandwidth NB, contained by

N information bands or signals is much less than the total bandwidth of spectrum

of interest, SOIBW = fL1−fh+∆f >> NB. Consider fL1 is the lowest-frequency

in the spectrum of interest, then the central frequency fcn of each signal present

in the spectrum is given by

fcn = fL1 + (n− 1)∆f +B/2 (4.1)

In the case, if there is a single band present in the signal or spectrum of interest,

then the relation between the sampling frequency fs and aliasing frequency fa to

avert the overlapping of aliased-band with zero (dc component) or the Nyquist
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frequency fs/2 described in, [33], [62] is given as

0 < fa −B/2 (4.2)

fa +B/2 < fs/2 (4.3)

However, for multiband spectrum, constraint formulated in Eq. 4.2 and Eq. 4.3 are

not sufficient. Therefore, an additional constraint is introduced in [65] that is useful

for down-conversion of N bands. The additional constraint prevents the aliases of

the bands from overlapping to each other in first Nyquist zone. Considering Bx

and By as information bandwidths of two neighbouring bands in base-band region

with their intermediate frequencies as fax and fay the additional constraint may

be described as follows:

|fax − fay| ≥ (Bx +By)/2 (4.4)

Here y = 2 . . . ...N and x = 1 . . . ...y. Eq. 4.4 implies that if By = Bx = B then

(fax − fay)/B should be non-fractional quantity greater than zero otherwise the

optimal placing of aliases in the first-Nyquist zone will not be possible. In other

words for any fax - fay = 0, implies 100 percent overlapping of respective aliases

and any fractional quantity means partial overlap. The 100 percent overlap is

due to the fact that, frequency separation between any of the two carriers being

sampled, is multiple of fs. For example, let fcx and fcy are centered at 50 kHz and

34 kHz respectively and have B = 2 kHz. The minimum sampling rate required is

8 ksps. In this case, sampling at the rate of 8 ksps will produce aliases fay = fax

at 2 kHz, means an 100 percent aliasing overlap.

Theorem. For N equidistant pass-band signals that are separated by

frequency-gap of ∆f Hz are digitized by an A/D converter at a sampling

rate, which is integer multiple of ∆f , then there will always be aliasing-

overlap.

Proof.

If a, b and c are three integers such that
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rem(a, c) = k1, .....(i)

and also

rem(b− a, c) = 0 .....(ii)

then rem(b, c) = rem(a, c) = k1

Let us proceed with the assumption that rem(b, c) = k2, this implies that

b− l1c = k2 ..... (iii)

where l1 is any positive integer. Similarly,

a− l2c = k1 .... (iv)

subtracting (iii) from (iv)

b− a− (l2 − l1)c = k2 − k1

b− a− lc = k2 − k1

rem(b− a, c) = k2 − k1 ....(v)

from (ii) and (v) it can be concluded that k1 = k2

Elimination of this overlap requires a gradual increment in the sampling frequency

in steps of B Hertz. However, definitely sampling frequency used for such cases is

not the one equal to twice of the information BW. In fact it becomes (2N + 1)B.

Replacing fc1 = fL1 +B/2 in Eq. 4.1, general expression for fcn can be written as

fcn = fc1 + (n− 1)∆f (4.5)

Now if the complete spectrum is sampled with fs, the replication fan of non-zero

energy contents can be obtained as

fan = |fcn ±mfs| , n = 1, 2, 3, ...N (4.6)

where m is an integer such that fs/2 ≥ fan ≥ 0 . In the context of aliasing, it can

be seen that left hand side of Eq. 4.5 is dependent on the central frequency of the

first RF carrier and the inter-band space ∆f . Here, the central frequency of the

first carrier fc1 plays a vital role in defining the sampling frequency. By choos-

ing fmin or fc1 analytically, we can avoid overlap between down converted aliases

irrespective of the ratio between B and ∆f , however, selection of fmin is not a

trivial issue and requires deliberate calculations. Since there is no formula which
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universally provides minimum sampling frequency for multiple input signals in

the spectrum [65], therefore in such cases spectral intervals are derived which con-

tains the permissible sampling frequencies. Later these frequencies are obtained

through search algorithms [9], [33], [64]. Thereafter, by selecting an appropriate,

fmin makes it possible to write a standard expression for minimum sampling fre-

quency. For this purpose we are analyzing the minimum central frequency in the

spectrum of interest and also the separation between each signal which are assumed

to be evenly spaced. In the context of evenly spaced equal-bandwidth multiband

spectrum, method proposed in [65] to determine the minimum sub-Nyquist sam-

pling frequency does not imply any aliasing with constraint on lowest frequency in

the band of interest. However, the proposed (minimum sampling frequency) and

(smallest frequency of the lowest band in the spectrum of interest) in [65] does not

hold true for all ratios of ∆f and B. On the other hand, our proposed method is

applicable to all ratios of ∆f and B. Using proposed sample rate fs with limitation

on fmin aliases-overlap can be avoided for multiple signals present in the desired

spectrum. Table 4.1 shows the values of ∆f/B for N = 2 to 10, where minimum

sampling rate fs = 2NB is applicable. However, it can also be noticed that the

presented method in [65] is not applicable for all values of f/B. For example, in

the case of N = 10, the values of γ = 3, 4, 5, 7, 8, 9, 10, 11, 12, 13, .... are missing.

Table 4.1: A comparison of proposed methodology with [65]

N Values of ∆f/B

Muñoz-Ferreras et al Proposed
2 1, 2, 5, 6, 9, 10, 13, 14, 17, 18, 21, 22, 25, . . . 1, 2, 3, . . .
3 1, 2, 4, 7, 8, 10, 13, 14, 16, 19, 20, 22, 25, . . . 1, 2, 3, . . .
4 1, 2, 6, 9, 10, 14, 17, 18, 22, 25, . . . 1, 2, 3, . . .
5 1, 2, 4, 6, 8, 11, 12, 14, 16, 18, 21, 22, 24. . . 1, 2, 3, . . .
6 1, 2, 10, 13, 14, 22, 25, 26, . . . 1, 2, 3, . . .
7 1,2 , 4, 6, 8, 10, 12, 15, 16, 18, 20, 22, 24, . . . 1, 2, 3, . . .
8 1, 2, 6, 10, 14, 17, 18, 22 , 26, 30, . . . 1, 2, 3, . . .
9 1, 2, 4, 8, 10, 14, 16, 19, 20, 22, . . . 1, 2, 3, . . .
10 1, 2, 6, 14, 18, 21, 22, 26, . . . 1, 2, 3, . . .
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4.4 The Proposed BPS Methodology

The proposed architecture consists of the two major factors, i.e. the sparsity ratio

and the lowest carrier- frequency .

4.4.1 Sparsity ratio

Let us represent the complete spectrum in form of a column matrix

F = [fc1 fc2 fc3 ... fcN ]T (4.7)

where F represents carrier positions in compact form as a single column matrix.

Eqs 4.8 and 4.9 show the carrier frequency of each band in the pass-band and in

the base-band (first-Nyquist zone) respectively.

F = [fc1 fc2 fc3 . . . fcN ]T

= [B/2 (2γ + 1)B/2 (4γ + 1)B/2

. . . (1 + 2γ(N − 1))B/2]T

(4.8)

F̄ = [fa1 fa2 . . . faN ]T

= [(B/2± 2mNB (2γ + 1)B/2± 2mNB

. . . (1/2− γ +Nγ)B ± 2mNB)]T

(4.9)

where F̄ represents positions of the aliases in compact form as a single column

matrix. For the ease of comprehension if we assume γ = 2 and N = 3, the aliasing

frequencies after down conversion can be determined using Eqs 2.34 and 2.35 given

in chapter 2 as follows:

[fa1 fa2 fa3] = [B/2± 2mNB 5B/2± 2mNB 9B/2± 2mNB] (4.10)
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Now considering the constraints mentioned in Eqs 2.38 - 2.40 of chapter 2, value

of m = 1 satisfies the required aliasing conditions for fa1, fa2, and fa3. Finally, the

down-converted replications are received at B/2, 5B/2, 3B/2, respectively. Simi-

larly for γ = 4 the down-converted signals do not overlap in the first-Nyquist zone

and can be easily reconstructed without any loss of information, both the cases

for γ = 2and γ = 4 are shown in Fig. 4.3(a) and (b). However, when γ = 3,

as shown in Fig. 4.3 (c), then after down-conversion fc3 completely overlaps with

fc1. As a result both bands are completely corrupted. To analyze the problem,

it can be observed that the difference between central frequencies of fc1 and fc3

is equal to the sampling rate 2NB. This is contrary to the theorem presented in

section 4.3. Obviously whenever, two signals are spaced at a gap which is equal

to or multiple of the sampling frequency; their replications will always overlap

in first Nyquist zone. This can be avoided by changing the sampling frequency.

Since any sampling rate less than 2NB creates aliasing problem, therefore it is

reasonable to increment the sampling rate by an integer multiple of bandwidth.

This implies that besides N and B, the minimum sampling frequency depends

on γ also. To elaborate it further a flow chart shown in Fig. 4.4 can be used

to compute the minimum sampling rate based on the center frequency. The flow

chart also suggests the suitable possible positions of the N carriers with reference

to sparse ratio.

4.4.2 Lowest Center-frequency

Intuitively lowest frequency of the carrier can never be less than B/2. Keeping in

view the prescribed conditions, equation 4.5 defines the lowest possible passband

positions of N bands depending on sparse ratio γ. Our next step is to find out

the positions of the carriers in passband, which prevents aliases overlaps while

sampled at the optimum sampling rates derived in the previous section.

Theorem : To downconvert a uniformly spaced multiband signal in the first-

Nyquist zone using a sampling rate equal to 2NB, all the bands should be centered
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Figure 4.3: Direct down conversion of a tri-band RF spectrum

at kB/2, where k is an integer.

Proof : We know that total bandwidth required for N bands = NB, where posi-

tion of each carriers can be defined as follow:

fc1 = B/2

fc2 = fc1 + ∆f = B/2 + γB = B/2 + 2γB/2

fc2 = fc1 + 2.∆f = B/2 + 2γB = B/2 + 4γB/2

.

.

fcn = B/2 + 2(N − 1)γB/2

Using Eq. 4.6,

For N = 1,

fIF = rem(B/2, 2B) = B/2.

For N = 2,

fIF = rem(B/2 + 2γB/2, 8B/2) = B/2 +B|B/2

For N = k,

fIF = rem(B/2 + 2(k − 1)γB/2, 4kB/2)
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= B/2 + (k − 1)B,

where k = 1, 2, 3, . . . N

Since fc1 can never be less than B/2, therefore after a little manipulation Eq. 4.5

can be written as:

fcn = (1− 2γ + 2γn)B/2 (4.11)

This indicates that the center-frequency fcn of any of the bands is limited to the

set of frequencies as defined by Eq. 4.11, such that fcn ≤ fh - B/2. To improve the

illustration consider the case of a dual band spectrum, i.e., N = 2. Obviously in

this case, fc1 will be at B/2 and position of second carrier will be at (1 + 2γ)B/2.

This simple spectrum does not pose any problem when sampled at the rate equal

to 2NB. However, if both signals are shifted towards right (to higher frequencies),

in small steps of the size γ < B/2, overlapping of aliases starts appearing. This

phenomenon of aliasing-overlap remains present till the time fc1 = 5B/2 , despite

of the fact there is no change in the sampling rate. After shifting the lowest carrier

at 5B/2, there is no aliasing-overlap or spectral folding. By continuing the process,

soon it can be observed that the positions of fc1 for which there is no aliasing-

overlap on down conversion follow certain patterns. These patterns depend on the

sparsity ratio γ and separation between any of the two carriers fj − fi and can be

expressed by arithmetic sequences as follows:

4.4.2.1 When mod((fj − fi), 2NB) 6= 0

When the separation between any two signals is not multiple of 2NB then position

of lowest carrier depends, whether the sparsity ratio γ is odd or even. For odd

values of γ, to circumvent the overlap between aliases in the first Nyquist zone,

the lowest carrier position should be member of the frequency set expressed as

follows:

fck = (γ ± 2(k − 1)N)B/2,∀mod(γ, 2) 6= 0, k = 1, 2, 3... (4.12)

Similarly for even values of γ, we have
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Figure 4.4: Flow chart to calculate sampling frequency and carrier positions
in passband

fc1 = (2k − 1)B/2 (4.13)

Theorem:

For even values of γ , the center frequency of lowest carrier should be fc1 =

2(k − 1)B/2.

Proof :

Let the lowest band in the SOI has its central frequency as follow:

fc1 = (2k − 1)B/2

fc2 = fc1 + ∆f = fc1 + γB = fc1 + 2γB/2

fc3 = fc1 + 2.∆f = fc1 + 2γB = fc1 + 4γB/2

.

.

fcn = fc1 + 2(N − 1)γB/2 = (2k − 1)B/2 + 2(N − 1)γB/2

Using Eq. 4.6 we can calculate intermediate frequency of each band after down-

conversion as follow:

For N = 1

fIF = rem((2k − 1)B/2, 2B) = B/2
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For N = 2,

fIF = rem((2k − 1)B/2 + 2γB/2, 8B/2) = B/2 +B|B/2

For N = k

fIF = rem(B/2 + 2(k − 1)γB/2, 4kB/2)

= B/2 + (k − 1)B, where k = 1, 2, 3 . . . N

This clearly shows that for proposed value of fc1, there would not be any aliasing

for an equally spaced spectrum, while sampled at lowest possible sampling rate of

2NB.

In order to ascertain validity of Eq. 4.13, consider the case of a single band X(f)

of bandwidth B . It can be noticed that the minimum value of fc is always B/2,

which can be achieved by putting k = 1 in Eq. 4.13. For an instance, consider

Fig. 4.5(a) that shows position of X(f) in the passband region. This can always

be achieved for an arbitrary value of k in Eq. 4.13. X(f) can be down-converted

to frequency B/2 if sampled at the sampling rate of 2NB as shown in Fig. 4.5(b).

As we know that any frequency in the passband may be expressed as:

fc = mfs/2± ε. (4.14)

where 0 ≥ ε ≤ fs/2. The signal X(f), which is positioned at fc, when digitized,

is down-converted to an IF at (fs/2 − ε). To accommodate the complete signal

X(f) in the first-Nyquist zone, fIF should be equal to fs/4, which implies that the

most suitable value of ε is fs/4. In such cases X(f) will always be down-converted

to fIF = fs/4 = B/2 and will fulfill the boundary constraint already described

in chapter 2. Consider that there is small deviation, ±σ in the position of X(f)

as shown in Fig. 4.5(c). In this case, using the same sampling rate the signal is

down-converted at an intermediate frequency:

fIF = fs/2− (ε± σ) (4.15)

As we know that the optimized value of ε is fs/4, implies that fIF shall al-
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Figure 4.5: (a) Signal X(f) positioned at fc. (b) Down-conversion of X(f) in
the first-Nyquist zone. (c) Shift of σ Hz in the position of X(f). (d) A boundary

constraint overlap of X(f) after down-conversion

ways be shifted from the center positioned B/2 as shown in Fig. 4.5(d). Since

the space available in the first-Nyquist zone is equal to B and there is no addi-

tional space available to accommodate the signal such that 0 ≤ fIF − B/2 and

fs/2 ≥ fIF + B/2. As a result there will be a compromise to the boundary con-

straint. Any shift in the position of X(f) in the pass-band will lead to overlap with

zero-frequency (dc-component) or fs/2. Mathematically, this may be expressed as:

0 > fIF −B/2− σ (4.16)
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or

fs/2 < fIF +B/2 + σ (4.17)

This is clearly against the basic rules defined in the literature, as described in

Eq. 4.2 and 4.3. Similarly, in the case of multiple signals in the SOI there will

be a violation of neighbouring constraint if the lowest carrier is not placed as

recommended in Eq. 4.13

4.4.2.2 When mod((fj − fi), 2NB) = 0

As described earlier that when two or more carriers have their frequency separation

(fj−fi) multiple of 2NB, there will always be loss of information due to violation

of neighbouing constraint. In such the cases one of the bands has a 100% overlap

in the frequency domain with its neighbouring band. This issue can be resolved

by increasing the sampling frequency. For all such cases useable position of fc1

can be selected from a set of frequencies, composed of two sequences: s1 and s2.

Mathematically this may be expressed as follows:

fc1 ∈ s1

⋃
s2 (4.18)

The sequences s1 and s2 can be determined as follows:

s1 = γ ± k(2N + 1),∀s1 > 0 (4.19)

where k ≥ 0 and

s2 = 2γ ± k(2N + 1),∀s2 > 0 (4.20)

The results obtained are summarized with the help of flow chart as presented in

Fig. 4.5. The given flow chart describes the complete process to compute the

optimal sampling frequency, carrier separation and central frequency of the lowest

signal fc1. To illustrate it further consider the following example.
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Figure 4.6: A down-conversion of quad-channel spectrum using a sample rate
of 200 ksps, resulted in complete aliasing-overlap at 12.5 kHz

Example.
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Figure 4.7: A down-conversion of quad-channel spectrum without any
aliasing-overlap for a sample rate of 225 ksps

Consider a quad-channel spectrum such that each channel has a bandwidth of 25

kHz. The channels are located on 136.1875 MHz, 136.5875 MHz, 136.9875 MHz

and 137.3875 MHz as shown in table 4.2. In this case frequency separation between

consecutive channels is 400 kHz. If we choose a sample rate of 200 kHz that is

twice of the total bandwidth, i.e., 2NB certainly there is an aliasing-overlap after

down-conversion. As it is evident from Fig. 4.6 that there is only one channel

visible in the first-Nyquist zone. In fact all the channels are down-converted to

12.5 kHz. This can be explained in the light of above mentioned theorem. The
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Table 4.2: Down-conversion of a quad-channel spectrum of 100 kHz bandwidth
using a sample rate 200 kHz resulted in a complete aliasing-overlap in the first-

Nyquist zone.

RF Spectrum (MHz) IF Spectrum (kHz)

136.1875 12.5
136.5875 12.5
136.9875 12.5
137.3875 12.5

Table 4.3: Down-conversion of a quad-channel spectrum of 100 kHz bandwidth
using a sample rate 225 kHz proved useful to circumvent aliasing-overlap.

RF Spectrum (MHz) IF Spectrum (kHz)

136.1875 62.5
136.5875 12.5
136.9875 37.5
137.3875 87.5

reason is that frequency separation ∆f of consecutive channels is 400 kHz, which

is integral multiple of sample rate, i.e. 200 kHz. Under such circumstances the

solution to the problem is an increment in the sample rate that is equal to band-

width of a single channel. Now if we increase the sample rate upto 225 kHz our

down-converted spectrum will shift to 12.5 kHz 37.5 kHz, 62.5 kHz and 87.5kHz,

which resolves the problem of aliasing-overlaps. Down-converted frequencies us-

ing sample rates of 200 kHz and 225 kHz are shown in Table 4.2 and Table 4.3

respectively. Out come of both sample rates is also illustrated in Fig. 4.6 and 4.7



Chapter 5

Test Set up and Simulation

Results

5.1 Overview

In order to validate our theoretical work presented in previous chapter, two strate-

gies are adopted. Firstly, simulations are carried out using Matlab, where the

number of signals or bands of interest vary from dual-band to multi-band spec-

trum. Theoretically, calculated sample rates are used to confirm the expected

output. Also results are compared with those obtained by [65]. In the second part

of our simulations we used Multisim which is a circuit teaching solution by Na-

tional Instruments. Multisim simulation and circuit design software gives us the

advanced analysis and design capabilities to optimize performance, reduce design

errors, and shorten time to prototype. Again same bands are used as inputs to a

general purpose ADC and sampling is carried out using the theoretically obtained

sample rates. It is once again confirmed that the results achieved using Matlab

simulations are similar to the results of Multisim simulations. In order to validate

the results three scenarios are developed and discussed in section 5.5 for analysis

purpose.

71
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5.2 Analysis Parameters

5.2.1 Sparsity Ratio

As described in chapter 4 that sparseness γ is the sparsity ratio between total

bandwidth of the spectrum of interest SOIBW and the information-bandwidth

NB, where total bandwidth includes the non-electromagnetic portion of spectrum

and can be expressed as fL1 − fh + ∆f . This ratio may be further simplified as

∆f/B. Our analysis shows that sparse-bandwidth (void of any electromagnetic

spectrum) does not directly effect the sample rate and there are no constraints on

sparse ratio in order to achieve the ideal sample rate 2NB samples per second. The

only factor which effects is the pattern of sparsity, i.e., whether the sparsity-ratio

is even or odd. In our analysis we discuss the generic-aspect of the methodology

and how widely it can be used for various ratios.

5.2.2 Number of Bands in the SOI

SOI is the number of signals or bands which are to be directly down-converted

and digitized. SOI has direct impact on sample rate, greater the the number of

signals or bands in SOI, greater is the sampling rate or sampling frequency, fs.

However, this aspect is common for almost all contemporary bandpass sampling

techniques. We shall discuss this in terms of complexity in calculating the sample

rate. In our case, there is hardly any adverse impact on complexity of algorithm

with the increase in the number of bands or signals, because the fs can be easily

determined within couple of iterations. On the other hand for existing methods,

increase in number of in bands has significant impact on complexity of algorithms.

For example if we require to sample a spectrum consisting of N bandpass signals

(2N bands), it needs to consider C2N
2 distinct cases, as every two of the pass-

bands may cause mutual aliasing. However, due to symmetry these C2N
2 cases

result in only N2 conditions [33]. Each of these N2 condition is examined and

satisfied. If one condition is not satisfied, then sampling frequency is increased so
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that the condition becomes satisfied. By iteratively examining the conditions and

increasing the sampling frequency, the minimum frequency is found for alias-free

sampling.

5.2.3 Minimum Frequency for SOI

The minimum frequency in the SOI has its own significance for a sampling tech-

nique that has overlap-free aliases so that minimum sample rate can be acquired.

This implies that our sampling rate is also dependent on the minimum frequency

component for a uniformly spaced spectrum.

5.2.4 Sampling Frequency

The ultimate objective of our research is to obtain a minimum sample rate or

sampling frequency, which do no produce any error or aliasing-overlap after direct

down-conversion. We see that for given set of signals in most of the cases our

recommended sampling rate is 2NB. However, there are cases when it is (2N+1)B

5.3 General Assumptions

5.3.1 Guard-band Inclusion

The guard-band is required due to tolerance and non- ideals characteristics for

analogue components used for filter design. In practical problems it is often desir-

able to have a spare bandwidth commonly referred as guard-band for aliasing-free

sampling instead of just the theoretical-ideal sampling frequency. To fulfill this we

have guard-bands between the adjacent bandpass signals after transformation to

first Nyquist zone. Suppose the optimum guard-band is GB. Then every 2 repli-

cas from SOI should be spaced apart by a minimum interval of GB after sampling

operation. In our work , we are including the guard-band interval with in the
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information bandwidth. For example if Bi is the information bandwidth and BG

is guard-band then our operational bandwidth is B = Bi +BG.

5.3.2 Post Folding Order of Signals

In DSP, sometimes it is desired that, the replicas of all bands in the SOI have a

specific layout order, after the down-conversion process. However, this additional

constraint, may be at the cost of an increase in the sampling rate and extra cir-

cuitry. Authors in [33] has drawn a comparison of various algorithms presented

by [1, 60, 102] in terms of sampling rate, iterations and hardware (adders and

multipliers). Table I and II of [33] show a comparison of fs,min, with and without

ordering constraint. It may be noticed that, when number of bands are more than

two then sampling rate might increase ten times than that of without ordering con-

straint. However, it is worth mentioning that in our work ordering does not have

an impact on fs,min, that is, our sampling rate remains same with an additional

constraint on fmin.

5.4 Simulation Tools

5.4.1 Multisim

Multisim is one of the top grade Circuit Design Suite by National Instruments.

It is widely used for schematic capture and simulation applications. Specially the

EDA (Electronics Design Automation) tools that assists student and engineers in

carrying out the major and necessary steps for circuit design. Here in our simu-

lation part we are using numerous virtual instruments and components provided

as a part of package. The general procedures for attaching and configuring the

instruments are self-explanatory, so less emphasis is given to them. The major

purpose of using virtual instrument is to analyse the behaviour of our designed

circuits using various measurements.
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5.4.2 Matlab

Other simulation tool to validate our research work is Matlab. It has certain ad-

vantages over Multisim simulations. First, it can process large number of input

signals (in tens and hundreds) with quick output, showing spectrum of all signals

after sampling. The other advantage is that using Matlab we can generate a sig-

nal of desired parameters like bandwidth, frequency, modulation-type etc. On the

other hand, in the case of Multisim, the desired signals are generated in the form

of tones of desired frequencies using function generators.

5.5 Validation of Results

Before going into any detail discussion or analysis let us first describe Table 5.1.

First two columns of the table are same as that of [65] presented by Mũnoz et

al. These columns describes the number of signals or bands N in our SOI and

values of ∆f/B, which are suitable to avoid aliases-overlap. The third column is

a new addition in the table and shows the values of ∆f/B, which avoid aliasing as

proposed in our work also presented in [8]. In the scenarios given below, we shall

discuss the parameters discussed above and shall also draw a comparison that how

our work has an edge over [65] in terms of the prescribed parameters.

5.5.1 Scenario-I

In this scenario, we emphasized that, how our methodology is applicable to the all

sparsity ratios in a universal manner. In order to validate this, a number of analog

signals (depicting various signal parameters like, carrier-frequency, null spectrum

or sparsity etc.) are generated using function generator and applied as input

to the ADC. The resulted output of ADC is again converted into the analogue

form and is compared to that of [65]. Fig. 5.1 shows a simple arrangement of

our test set up. This set up is used to generate three sinusoids with the help
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three separate function generators. The platform used is that of Multisim by

National Instrument. Outputs of these function generators are applied as an input

to an 8-bit general purpose Analogue-to-Digital Convertor [U4]. A separate clock

[U6] is used to to generate the desired sampling rate. Output of the ADC is

fed to digital-to-Analogue Convertor (DAC). This output is amplified through an

operational amplifier and finally its spectrum is displayed on spectrum analyzer

(XSA1) using FFT. Here it is also worth mentioning to highlight that keeping

in view the characteristics of SOI like, the bandwidth of input signals and the

total span covered by SOI etc. various operational amplifier are used for our

requirement.

Figure 5.1: A Multisim based test set up for simultaneous downconversion
and digitization of Multiband SOI

In the present scenario, three signals (represented by sinusoidal tones of three dif-

ferent frequencies) are generated with the help of signal generator. In order to

depict a certain bandwidth of B Hz, it is ensured when down-converted by the

ADC these sinusoids remain separated in the frequency domain with a difference

of B Hz. This separation in the first-Nyquist zone depicts the bandwidth of the

sinusoids that is manageable when sampled at the sampling rate of 2NB samples

per second. For each value of ∆f/B, these sinusoids are uniformly spaced in the

pass-band before the sub-sampling operation. Later, the ∆f between the sinusoids

is gradually increased, while the sample rate fs = 2NB is kept fixed. Separate

simulations are carried out for each value of the sparsity ratio using Multisim and
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Matlab. Figs. 5.2, 5.3, 5.4 and 5.5 show the output for four different values of

sparsity-ratio for a fixed sampling rate of 2NB = 12 ksps. In addition, results are

validated both for the proposed method and the one presented in [65], and are

compared with each other. According to [65], for odd number of sinusoids N , ac-

ceptable values of ∆f should either be equal to (1 + 2nN)B or 2(1 + 2m)B, where

n is a positive integer and m is member of natural numbers. In addition to this

some other constraints are also applied by [65] to define m. Table 5.1 shows the

complete list of γ = ∆f/B suitable for successful down-conversion of pass-band

signals in the first-Nyquist zone. Clearly, [65] does not support all the ratios of

∆f and B.

In order to make the scenario more illustrative and simple, in addition to the Mul-

tisim based simulations, we are using the same arbitrary values of the sparsity-ratio

and are verifying the results based on the Matlab simulation. For our proposed

method Table 5.2 shows the sparsity-ratio and position of the carrier frequency

in pass-band and after down-conversion in first-Nyquist zone as well. It can be

noticed that using proposed method for γ equal to 5, 13 and 40 there is no fre-

quency overlap and all sinusoids are successfully down-converted from pass-band

to first-Nyquist zone. Because both condition i.e. fmin and fj − fi are fulfilled.

However, for γ, equal to 51, we see that fj − fi is multiple of 2NB, which results

in aliasing and complete SOI is down-converted to a single frequency i.e. 3 Hz.

This is due to the fact that fc3 − fc1 = 204 Hz, which is integral multiple of sam-

pling rate. The issue can be resolved by calculating fc1 using Eq. 4.12, 4.13 and

4.18 - 4.20 given in chapter 4 and also by increasing fs from 2NB to (2N + 1)B.

Fig. 5.6 shows the Matlab simulations of the same. It may be observed that all

sinusoids have different magnitudes. This is done deliberately, so that, all of the

sinusoids can be distinguished in the base-band region after down-conversion just

by visual inspection, without going into complex mathematical calculations. On

the other hand the methodology given in [65] is unable to directly down-convert

the complete SOI without any frequency overlap. The methodology works well

for the sparsity-ratio 13 and 40 only and does not hold for γ = 5 and γ = 51.

Fig. 5.7 shows the overlapping of sinusoids in the first-Nyquist zone for γ = 5
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and γ = 51, which also verifies the results of [65]. Table 5.2 clearly describes the

frequencies of all sinusoids before and after down-conversion. Here, it is pertinent

to highlight and also evident from the first and the third row of Table 5.2 that

irrespective of the sparse ratio i.e, whether the sinusoid frequencies are 5 kHz, 15

kHz and 25 kHz or these are 1 kHz, 81 kHz and 161 kHz , in both cases these

can be successfully down-converted to the first Nyquist-zone using same sampling

rate. Finally, we shall finish this scenario by giving an example based on Matlab

simulation, where we are generating the signal of desired bandwidth instead of a

sinusoidal representation.

Figure 5.2: Down-conversion of a tri-band sparse-spectrum using fs = 12
ksps. The input bands are sinusoidal-tones generated at 5, 15, 25 kHz and
down-converted into the First-Nyquist zone, where these are positioned at a
frequency gap of 2 kHz from the adjacent band. This separation of 2 kHz
between their peaks shows that there is no aliaing-overlap for a bandwidth of 2

kHz.

Example 5.1. In the above discussion the complete bandwidth of a band or signal

is represented by a sinusoid so that the gap between the adjacent bands can be

clearly seen. In this example we are generating the exact bandwidth for each band

separately. In the present scenario four RF signals of 6.25 kHz bandwidth each,

are generated using QAM64 modulation. Carrier frequencies of RF signals are

2.428125 MHz, 2.440625 MHz, 2.453125 MHz and 2.465625 MHz. A frequency

separation between adjacent signals is 12.5 kHz, which is twice of the bandwidth
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Figure 5.3: Downconversion of 13, 39, 65 kHz sinusoids using fs = 12 ksps
and ∆f/B = 13

Figure 5.4: Downconversion of 1, 81, 161 kHz sinusoids using fs = 12 ksps
and ∆f/B = 40

of each. Thus we have a even sparse ratio (γ) equal to 2. In order to achieve a

bandwidth of 6.25 kHz a symbol rate of 5.0 kHz is used with a sample rate of

10 samples/symbol. Thus we have a net sample rate of 50 kHz which is exactly

equal to 2NB. After carrying out modulation, we apply the pulse shaping using

a square root raised cosine filter with a filter length of 8 symbols and a roll off

factor of 0.2. A Welch spectrum estimator is created and used to verify that

the frequency spectrum of the base-band signal is centered at zero Hz. In this

connection Matlab commands ’design’ and ’psd’ are used for transmit filter and

to estimate the spectrum of the pulse shaped signal. Fig. 5.8 shows the power
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Figure 5.5: Downconversion of 51, 153, 255 kHz sinusoids using fs = 12 ksps
and ∆f/B = 51

Table 5.1: Some possible values for ∆f/B, which avoid aliasing when using
the minimium sampling frequency (N = 2, 3, . . . , 12)

N Values of ∆f/B

Muoz-Ferreras et al [64] Proposed
2 1, 2, 5, 6, 9, 10, 13, 14, 17, 18, 21, 22, 25, 1, 2, 3,. . .

26, 29, 30, . . .
3 1, 2, 4, 7, 8, 10, 13, 14, 16, 19, 20, 22, 25, . . . 1, 2, 3, . . .
4 1, 2, 6, 9, 10, 14, 17, 18, 22, 25, . . . 1, 2, 3, . . .
5 1, 2, 4, 6, 8, 11, 12, 14, 16, 18, 21, 22, 24. . . 1, 2, 3,. .
6 1, 2, 10, 13, 14, 22, 25, 26, ... 1, 2, 3, . . .
7 1,2 , 4, 6, 8, 10, 12, 15, 16, 18, 20, 22, 24, . . . 1, 2, 3,. . .
8 1, 2, 6, 10, 14, 17, 18, 22 , 26, 30, . . . 1, 2, 3, . . .
9 1, 2, 4, 8, 10, 14, 16, 19, 20, 22, . . . 1, 2, 3, . . .
10 1, 2, 6, 14, 18, 21, 22, 26, . . . 1, 2, 3, . . .
11 1, 2, 4, 6, 8, 10, 12, 14, 16, 18, 20, 23, . . . 1, 2, 3, . . .
12 1, 2, 10, 14, 22, 25, 26, . . . 1, 2, 3, . . .

spectral density using Welch psd estimate.

5.5.2 Scenario-II.

This scenario pertains to selection and validation of fc1 in order to use lowest

possible sampling rates, i.e. 2NB. Although in practical cases sampling rate is

generally between 3.5 - 4 times of the information bandwidth, however, for ref-

erence and comparison we are discussing the ideal case i.e. to achieve a sample
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Figure 5.6: Direct down-conversion of three sinusoids for γ equal to 5, 14, 40
and 51 using proposed methodology

Table 5.2: A spectrum comprising three sinusoids with sparsity ratio 5, 13,
40 and 51.

Sparse Ratio Pass-band Baseband Remarks

γ fc1 fc2 fc3 fa1 fa2 fa3

5 5 15 25 5 3 1 -
13 13 39 65 1 3 5 -
40 1 81 161 1 3 5 -
51 51 153 255 3 3 3 All channels overlap at 3 Hz

rate equal to twice of the information bandwidth. As described earlier that the

sampling rate fs = 2NB also caters the guard-bandwidth, which is desirable for

successful filtering of base-band signal. For the ease of comprehension, let us start

with an example of six-band system. This will help us to understand the signifi-

cance of the lowest frequency fL1 = fc1 − B/2 in the SOI, where fc1 is the lowest

center-frequency of the first band.
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Figure 5.7: Direct down-conversion of three sinusoids using Munoz et al.
shows a frequency overlap for γ equal to 5 and 51

Example 5.2. Consider a six-band system in a sparse-spectrum environment with

a sparsity ratio of 83. Each band has a bandwidth of 4 kHz. The lowest center-

frequency frequency selection is based on the arbitrary value of gamma, e.g. 83.

The lowest center-frequency are calculated for k = 1to k = 10 using the expression

(γ ± 2(k− 1)N)B/2 already described in chapter 4. The positions of other bands

can be determined using the expression fcn = fc1 + (n− 1)∆f and are presented

in Table 5.3. It can be noticed that for each increment in the value of k there is a

linear increase of NB Hz in the minimum center-frequency. The simulations are

carried out using Multisim. Fig. 5.11 shows the down-conversion of the complete

SOI using a sampling rate of 48 ksps. The point to be emphasized is that any

change in the recommended minimum frequency shifts the entire spectrum towards

left or right, which in return causes aliasing-overlap. Fundamentally our emphasis

is on the selection of lowest useable frequency fL1 in SOI. This aspect is described

in [65] by Mũnoz et al., however their algorithm reduces the choice to select specific
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Figure 5.8: Baseband spectrum of a uniformly spaced quad-signal environ-
ment.

Table 5.3: Passband positions of six-band system

k fc1 fc2 fc3 fc4 fc5 fc6

1 166 498 830 1162 1494 1826
2 190 522 854 1186 1518 1850
3 214 546 878 1210 1542 1874
4 238 570 902 1234 1566 1898
5 262 594 926 1258 1590 1922
6 286 618 950 1282 1614 1946
7 310 642 974 1306 1638 1970
8 334 666 998 1330 1662 1994
9 358 690 1022 1354 1686 2018
10 382 714 1046 1378 1710 2042

frequency for any radio design. Table 5.4 shows the suitable values of fL1 for a

quad-band system presented in [65]. Each band has a bandwidth of 2 kHz. The

first column represents the sparsity ratio in the SOI, which varies from 2 to 9. We

can notice that a careful selection of minimum frequency helps us in two ways,

first, it makes possible to achieve minimum sample rate and second we can make



Test Set up and Simulation Results 84

Figure 5.9: γ = 10. N=5, B=4000

Figure 5.10: γ = 12. N=6, B=4000

the maximum use of any assigned bandwidth. The minimum frequency designated

as fL1 in [65] is kfs,min/2 = kNB, where k ∈ N ∪ 0. This implies that their fmin

is dependent on product of N and B and hence only one value of fmin is usable

out of a bandwidth of NB. It is also evident from Table 5.4 that for N = 4

and B = 2 besides 0 other possible values of fL1 are multiple of 8 (NB), which

reduces the choice by a factor of eight. The other drawback of [65] is that it is

not applicable to all values of γ. As we can see that for γ equal to 3, 4, 5, 7

and 8 their proposed technique is not workable. On the other hand our proposed

methodology is much more flexible in terms of both aspects. First it does not

depend upon the multiplication product NB and hence offers more flexibility to
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Figure 5.11: Down-conversion of a six-band sparse-spectrum with sparsity of
1:83

Table 5.4: Suitable values of lowest frequency fL1 to avoid aliases overlap.

∆f/B Minimum Frequency

Munoz et al. [65] Proposed
fL1 = kNB

2 0, 8, 16, 24. . . 0, 1, 2, 3, 4, . . .
3 None 2, 10, 18, 26, 34. . .
4 None 3, 7, 12, 16, 21. . .
5 None 4, 12, 20, 28, 36. . .
6 0, 8, 16, 24. . . 0, 1, 2, 3, 4. . .
7 None 6, 14, 22, 30, 38. . .
8 None 7, 8, 16, 17, 25, 26. . .
9 0, 8, 16, 24. . . 0, 1, 2, 3, 4. . .

choose value of FL1. Secondly, it is applicable to all values of γ.

5.5.3 Scenario-III.

Interoperability amongst various radio networks is one of the core objectives of

software defined radios. To address this core concept for public safety, future

radio networks would benefit, only if those would be dynamically adaptable and

reconfigurable in order to ensure interoperability. These radios are supposed to

be multi-band, multi-standard across wide radio frequency spectrum and also be
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compatible with legacy transceivers systems. In this scenario we propose a land-

mobileradio design as a simple and low cost solution for this key issue of inter-

operability in a public safety scenario. Our proposed radio design is capable to

receive and simultaneously downconvert and digitize desired channels from the

bands allocated by Federal Communications Commission, USA, for public safety

radio. Based on direct RF bandpass sampling, our design requires a low speed

ADC upto 10 Msps, having wide input bandwidth of 500 MHz and hence gives

assurance in reduction of system cost, complexity without any compromise on fast

detection and processing of radio channels.

Given that we have to to design a 36-channel, 3-band LMR (land mobile radio)

in the frequency range of 3 MHz to 512 MHz, such that each band has twelve

channels of equal bandwidth. The bands are based on the HF (3-30 MHz), VHF

(30-300 MHz) and UHF (300-512 MHz) wave propagation characteristics. The

frequencies to be allocated are sparsely positioned in the given frequency range,

forming three bands each of 48 kHz (12 Channels of 4 kHz each). Using the pre-

scribed methodology we have to select the lowest possible sampling rate and the

band-positions for four arbitrary sparsity-ratios, e.g., 206, 347, 620 and 805.

Solution. A careful analysis of the situation shows that there are three main

constraints:-

a. Selection of frequency from each band.

b. Sparse ratio.

c. Minimum possible sampling rate of our own choice.

After identifying our constraints we shall solve the problem in three steps as fol-

lows:

Step. I. To proceed further, we shall first calculate the complete set of available

frequencies for N = 3 and given sparse ratios, using equation 4.13 given in the

previous chapter. All of the available frequencies in the given range are listed

below. It can be noted that all frequencies are evenly spaced for the respective

sparse ratio.

• List of frequencies for γ = 206.
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– HF Band

∗ 24000 9912000 19800000

– VHF Band

∗ 029688000 039576000 049464000 059352000 069240000 079128000

089016000 098904000 108792000 118680000 128568000 138456000

148344000 158232000 168120000 178008000 187896000 197784000

207672000 217560000 227448000 237336000 247224000 257112000

267000000 276888000 286776000 296664000

– UHF Band

∗ 306552000 316440000 326328000 336216000 346104000 355992000

365880000

375768000 385656000 395544000 405432000 415320000 425208000

435096000

444984000 454872000 464760000 474648000 484536000 494424000

504312000

• List of frequencies for γ = 347.

– HF Band

∗ 8328000 24984000

– VHF Band

∗ 041640000 058296000 074952000 091608000 108264000 124920000

141576000 158232000 174888000 191544000 208200000 224856000

241512000 258168000 274824000 291480000

– UHF Band

∗ 308136000 324792000 341448000 358104000 374760000 391416000

408072000 424728000 441384000 458040000 474696000 491352000

508008000
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• List of frequencies for γ = 620.

– HF Band

∗ 24000 29784000

– VHF Band

∗ 014904000 059544000 074424000 089304000 104184000 119064000

133944000 148824000 163704000 178584000 193464000 208344000

223224000 238104000 252984000 267864000 282744000 297624000

– UHF Band

∗ 327384000 357144000 386904000 416664000 446424000 476184000

505944000

• List of frequencies for γ = 805.

– HF Band

∗ 19320000

– VHF Band

∗ 57960000 96600000 135240000 173880000 212520000 251160000

289800000

– UHF Band

∗ 328440000 367080000 405720000 444360000 483000000

Step. II. In the second step we shall select the set of frequencies meeting our

requirement. This means that we have to select at least one band of 12-channels

from each section. It is also important to high-light that calculated set of frequen-

cies meets the first two conditions to avoid spectrum folding around dc-component

or fs/2. Also there is no partial overlap of any of the bands. However, a complete

aliases-overlap with neighbouring band in the base-band may occur if fs is integer

multiple of fc1−fc2 or fc1−fc3 or fc1−fc3. After selection of suitable frequencies,
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simulations are carried out using Matlab. A set of useable frequencies from each

band is given in Table 5.5 for each value of sparsity-ratio. This means that we

have sufficient flexibility to choose a frequency-set of our own choice for frequency

planning. By implementing any of the given sets we can fulfill our design objec-

tive of a simple multi-band radio suing a low-speed ADC. Initially, only carrier

frequency is used to represent the pass-band signal or band. Fig. 5.12 shows that

all bands are separated by 48 kHz from each other and are 24 kHz apart from dc

and fs/2. This shows that all necessary conditions are successfully met.

Step. III. In the last step we shall compose a 48 kHz wide signal using QAM

and Fc = [8328000 158232000 424728000] as a set of their carrier frequencies.

The selected frequencies are HF, VHF and UHF bands. First we shall initialize

variables that define simulation parameters, such as carrier frequency, number of

samples representing a symbol, and noise level. Following are the values of selected

parameters

Fc = [8328000 158232000 424728000]; Carrier frequencies (Hz)

Rsym = 32000; % Symbol rate (symbols/second)

nSamps = 9; % Number of samples per symbol

frameLength = 2048; % Number of symbols in a frame

M = 16; % Modulation order (16-QAM)

EbNo = 10; % Ratio of base-band bit energy to noise power spectral density (dB)

For simulation purpose, in order to calculate the sampling frequency besides

Nyquist criterion we also need to ensure that fs = Rsym ∗ nSamps. After, initial-

ization of basic parameters, we calculated passband SNR in dB. The noise variance

of the base-band signal is double that of the corresponding bandpass signal [103].

To account for this difference we increased the SNR value by 10 ∗ log10(2) dB and

have equivalent base-band and passband performance as expressed in equation 5.1.

SNR = EbNo + 10 ∗ log10(log2(M)/nSamps) + 10 ∗ log10(2) (5.1)

Finally, in order to simulate a passband communication system we shall modulate

the random data in the base-band. For this purpose we are generating random
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Figure 5.12: Triband downconversion using four different values of gamma

symbols. These symbols will be modulated with a 16-QAM modulator and ap-

plied for pulse shaping using a square root raised cosine filter. We shall use the

spectrum estimator to verify that the frequency spectrum of the base-band signal

is centered at zero Hz, and that it has been filtered properly. In this relation

following measurement tools are being utilized.

Scatter plot. A scatter plot is used to analyze signals at different points in the

transmitter-receiver chain. We are using the Welch Spectrum Estimator to esti-

mate the spectrum of signals based on hamming window. Fig. 5.13 shows a Welch

power density estimate with an attenuation of 50 dBs.

Raised Cosine Filter. In any data communication system, it is important to un-

derstand that pulses are sent by the transmitter and in the end detected by the

receiver. At the receiver end, the objective is to maximize the probability of an

accurate binary decision. This is achieved by carrying out appropriate sampling

of the received signal at an optimal point in the pulse interval. In other words,

the fundamental shapes of the pulses are designed in a manner that they do not

meddle with their neighboring pulses. This is done by fulfilling two conditions.

Condition one is that the pulse shape displays a zero crossing at the sampling

point of all pulse intervals except its own. Otherwise, the residual effect of other

pulses might produce errors due to faulty decision making. Condition two relates

to the shape of the pulses, it is done such that their amplitude has a sharp roll off
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Table 5.5: Set of useable frequencies for a multi-band radio design in a sparse
electromagnetic environment

Sparsity-Ratio HF-Band VHF-Band UHF-Band
206 09912000, 148344000, 494424000
347 08328000, 141576000, 491352000
620 29784000, 148824000, 476184000
805 19320000, 135240000, 444360000

outside of the pulse interval. This too, is a source of error in the decision making

process, because the sharper a pulse decays outside of its pulse interval, the less is

the probability to allow timing jitter to introduce errors when sampling adjacent

pulses. The raised cosine pulse, is one of the suitable choice which meets the above

mentioned conditions and is used in a wide variety of data communication systems.

After modulation, we applied pulse shaping using a square root raised cosine filter.

We also utilized the spectrum estimator to verify that the frequency spectrum of

the base-band signal is centered at zero Hz, and that it has been filtered properly.

In our case we used a filter length of 16 symbols and a roll off factor of 0.35.
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Figure 5.13: Welch power density estimate for 24 kHz bandwidth

Fig. 5.14 shows the Welch power density spectrum of the tri-band radio. It can

be noticed that all bands are successfully down-converted in the base-band. There

is no aliasing overlap of bands or spectrum folding at dc or fs/2.
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Figure 5.14: Welch power density of tri-band radio spectrum

5.5.4 Scenario-IV.

In CR communication systems, fast and reliable detection of white spaces i.e. the

channels which are not occupied by the primary user (PU) is one of the most fun-

damental requirements. In this scenario, we are simulating our proposed sampling

methodology for the same. The fast detection technique is based on RF filters

bank of equal bandwidths placed closed to the antenna as shown in the Fig. 5.15.

In conventional heterodyne receiver, a low rate analog to digital convertor (ADC)

is used, however that contains an analog bandpass filter. This results in a barrier

in lowering detection time as significant time is used in scanning operation. While

the homodyne receiver has the capability of fast detection due to the use of high

rate ADC, which is an unfeasible or very costly approach. Compressive sensing

based receiver architectures are proposed in recent years, however those receivers

do not work efficiently under the condition when the spectrum is congested and

the number of channels is increased. In this work, we propose a filter banks based
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Table 5.6: A spectrum of nonzero energy contents with sparsity ratio 1 to 6.
The last column lists values of normalized sparsity to avoid aliasing for given

minimum sampling frequencies.

N Usable values of ∆f/B % of usable ∆f/B

Muñoz-Ferreras et al [65] Proposed [65] Proposed

2 1, 2, 5, 6, 9, 10, 13, 14, 17, 18, 21, 22, 25, 1, 2, 3, . . . 53.33 100
26, 29, 30, . . .

3 1, 2, 4, 7, 8, 10, 13, 14, 16, 19, 20, 22, 25, . . . 1, 2, 3, . . . 52.00 100
4 1, 2, 6, 9, 10, 14, 17, 18, 22, 25, . . . 1, 2, 3, . . . 40.00 100
5 1, 2, 4, 6, 8, 11, 12, 14, 16, 18, 21, 22, 24, . . . 1, 2, 3, . . . 54.16 100
6 1, 2, 10, 13, 14, 22, 25, 26, ... 1, 2, 3, . . . 30.77 100
7 1, 2 , 4, 6, 8, 10, 12, 15, 16, 18, 20, 22, 24, . . . 1, 2, 3, . . . 54.16 100
8 1, 2, 6, 10, 14, 17, 18, 22 , 26, 30, . . . 1, 2, 3, . . . 33.33 100
9 1, 2, 4, 8, 10, 14, 16, 19, 20, 22, . . . 1, 2, 3, . . . 45.45 100
10 1, 2, 6, 14, 18, 21, 22, 26, . . . 1, 2, 3, . . . 30.77 100
11 1, 2, 4, 6, 8, 10, 12, 14, 16, 18, 20, 23, . . . 1, 2, 3, . . . 52.17 100
12 1, 2, 10, 14, 22, 25, 26, . . . 1, 2, 3, . . . 26.92 100

receiver with bandpass sampling architecture capable of fast detection and using

a low rate ADC as well. In addition, comparative analysis of classical designs

with proposed architecture is done by considering performance parameters of de-

tection time of the receivers. Figure 5.16 shows a comparison of detection time

of our proposed design methodology with the contemporary receivers. The pro-

posed filter banks based receiver with bandpass sampling architecture is shown in

Fig. 5.15. The received signal is equally divided into L bandpass filters. Further

it is sampled by an ADC with under-sampling rate using direct down-conversion

method in [8] followed by digital signal processing to determine the status of the

channel. The power spectrum is calculated by taking the squared magnitude of

N-point FFT of the sub-bands. The estimated power, which is the power in each

bin in the power spectrum is then compared with the threshold to determine the

status of the channel. This process is continued until all the L number of channels

corresponding to the L bandpass filters are processed. The switching time Tsw ,

which is the time taken in the switching between the L number of filters, is much

less than the DSP time Tfb−DSP . It is worth mentioning that, the sampling rate

of ADC will be decreased by L times with the use of filter banks. Detection time

of the proposed receiver depends on three components, (1) Acquisition time, i.e.,

Taq = ((N.Ni/N.Wc)) = Ni/Wc , (2) Number of filters L and (3) Digital signal
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processing time. Digital signal processing time decreases with number of filter

banks L . This is because there are only N/L channels to be processed for FFT

operations, where N is the total number of channels. The digital signal processing

time can be written as:

Tfb−DSP = Ni(L.T
N/L
FFT ) (5.2)

where T
N/L
FFT = (N/L)/Nref .log2.Nref .T

Nref

FFT and T
Nref

FFT is 26 microseconds for 1024

point FFT operationson vertix -4 LX25 FPGA from Xilinx [104].

Figure 5.15: An RF output of a filters bank, comprised of L filters of equal
bandwidth being sampled in a sequential order.

5.5.5 Conclusion.

In this chapter we made an effort to support our argument that the minimum

frequency in the spectrum of interest has paramount importance in the selection

of the minimum sampling rate. For a given number of input signals of a known

bandwidth in the desired spectrum, it is not permissible to plan fmin as any

arbitrary frequency. This is the reason that the suggested fmin (shown as fL1

by Mu ñoz-Ferreras et al. in [65]) is restricted to a set of frequencies ∈ 2kNB.
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Figure 5.16: Detection time comparison for the heterodyne receiver, non-
uniform sampler, random pre-integrator, bandpass sampling receiver, homodyne

receiver and the proposed filters bank based receiver with BPS architecture.

Consider the example given in [65] for N = 4 and ∆f = 2B. It can be seen from

Table 5.4 that selection of fmin is restricted to the set of frequencies. Using fmin

other than the prescribed frequencies resulted in aliasing noise. In other words

the lowest frequency in the spectrum of interest should either be 0 or a multiple of

2NB, i.e. mod(fmin, 2NB) = 0; otherwise there will be overlapping. This enables

us to draw a conclusion that, [65] has a frequency selection flexibility of 1 ratio

2NB. On the other hand, in our proposed technique, fmin can be placed at any

frequency that is an even multiple of bandwidth B. Hence, it has a frequency

selection flexibility of 1 to 2B , which is Ntimes greater than that presented in

[65].

The other important feature that made the proposed method more generic is its

flexibility in terms of sparsity ratio, γ. Flexibility in terms of sparsity ratio, γ
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offered by [65], as shown in Table 5.6 is applicable to 27% -54% of the values of γ.

On the other hand, the proposal is applicable to 100% of the values of the sparsity-

ratio. This clearly indicates that the proposed method is more universal in terms

of sparseness in the spectrum of interest, and is also applicable to a greater number

of signal locations. Finally, to make the advantages more evident, some statistics

for different numbers of input bands ranging from N = 2 to N = 12 are shown

in Table 5.6, which clearly shows that the work presented in [65] is limited to in

the terms of useable average-value of the sparsity-ratio, i.e, 0.404. This implies

that their achievement of the ideal sampling rate of 2NB is limited to 40.4% of

the patterns of an uniformly spaced spectrum. On the other hand, our proposed

technique is applicable for all (100%) integer values of γ.



Chapter 6

A Composite GNSS Receiver

Design

6.1 Overview

In this chapter, we present a composite design for multiband-multistandard Global

Navigation Satellite System (GNSS) receiver. The design efficacy is based on a

novel bandpass sampling methodology for a sparse-spectrum electromagnetic en-

vironment, which is transformed into a quasi-uniformly spaced spectrum. We

consider this more appropriate and useful for simultaneous digitization and down-

conversion of analog signals. Besides, the composite architecture is also helpful to

circumvent the higher-order intermodulation components. In fact, this arrange-

ment of a spectrum of interest (SOI) is appropriate for our proposed composite re-

ceiver design, where only a part of SOI is transformed to an intermediate frequency.

In this way, the desired frequency bands of information, which are widely spread,

are grouped to form a contiguous-spectrum which is quasi-uniformly spaced. There

on, a sub-sampling is carried out for simultaneous digitization and translation of

input signals to the first-Nyquist zone. The proposed design is validated for con-

ventional Global Positioning System L1 and L2 bands and also for new L5 band

used in GNSS (GLONASS, Galileo and Beidou) receivers. Our results show a

97
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considerable reduction in sampling rates, and improvement in signal-to-noise and

distortion ratio, which can be easily managed by a low sampling analogue to dig-

ital conversion.

In this chapter, we propose a composite design which is more appropriate for a low-

speed A/D convertor. In fact, we are highlighting a new dimension that pertains

to management of RF spectrum of interest. Our contributions can be categorized

in two areas. First is the arrangement of RF signals to minimize sampling rates,

consequently leading to the requirement of a low cost, low bandwidth analogue to

digital converter. Second, is the architectural modification in the design of general

SDR receiver that helps to reduce the higher-order intermodulation components,

when compared with the contemporary sub-sampling receiver.

The architecture has the capacity to incorporate the advantages of bandpass sam-

pling technique and minimize the weaknesses conventional and contemporary re-

ceiver designs. It shows flexibility to up or down-convert the desired band at an

appropriate IF , such that the TOI-components are completely eliminated from

the base-band after digitization. Besides this, frequency translation of partial RF

spectrum to form an equally spaced spectrum is found useful to minimize the sam-

pling rate. The reduction in sampling rates varies from case to case. For example,

in the case of L1, L2 bands there is a significant reduction in sampling rate from

99.23 Msps to 9.18 Msps. However, in the case of L1/E1/B1, L5/E5a the reduction

in sampling rate is from 101.881 Msps to 90.20 Msps. Reduced frequency sampling

rates for various desired input signals completely circumvent any spectrum folding

and aliasing overlap. Moreover, achieved sampling rates also reduce the process-

ing time in DSP block. In order to validate the proposed architecture, multiple

scenarios are developed and results achieved commensurate with the theoretical

results anticipated in the sections containing the research methodology and the

proposed design.
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6.2 GNSS Receiver Evolution

Importance of Global Navigational Satellite System (GNSS) devices and their us-

age such as Global Positioning System (GPS) is increasing with the passage of

time. This started from portable electronic systems such as handheld cell phones,

and notebooks to widely spread applications, which include but are not limited to

tracking systems, intelligent transportation systems, automatic vehicle location,

emergency calls and precise-positioning. Due to the exponential increase in the

demands for low cost and high precision GPS for civil and military applications,

efforts in terms of increased performance, and reductions in the size, cost and

power requirements have been made, as a result of which, a number of fully inte-

grated GPS RF receivers have been reported [105]-[106].

The architecture of a conventional analogue Global Positioning System (GPS) re-

ceiver is given in Fig. 6.1. This receiver includes a radio frequency (RF) and an

intermediate frequency (IF) stage that down-converts the GPS analogue signals

to a frequency close to baseband. A similar design is used in the Phase-III GPS

receivers, manufactured by Collins [107]. A satellite tracking channel consists of

code generation logic (Precise and Coarse/Acquisition code), analogue code cor-

relators and mixers to generate In-phase (I) and Quadrature (Q) signals. The I

and Q signals are sampled with a separate analogue to digital (A/D) converter in

the receiver channel block, which in return increases the complexity of the receiver

circuit, in terms of hardware to add extra satellite tracking channels. Moreover,

the parametric differences in the analog components used, introduced varying de-

lays in each receiver channel. This inter-channel bias produces inaccuracies in the

pseudo-range observations that have to be calibrated by the receiver. In addition,

the conventional GNSS receivers process the received signal using same complex

circuitry for relatively low (less than or equal to 20 dB-Hz) and high (greater

than or equal to 30 dB-Hz) carrier-to-noise ratio. This is configured to mitigate

interference associated with a received signal, which in return may result in an

unnecessary waste of power [108].

Other designs, which are more popular for GNSS are zero-IF or Low-IF and direct
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RF subsampling receivers. Since the demands for high-level integration and low-

power consumption in consumer mobile devices is on increase, zero-IF or low-IF

architecture is favorable in GNSS receivers. The down-converted signal around DC

with zero-IF architecture will be greatly affected by flicker noise and DC offset.

Low-IF architecture is preferred despite that zero-IF receivers are more flexible for

integration [109], [106] , [110], [111]. This drawback of zero-IF gives low-IF archi-

tecture an edge for receiver design to balance flicker noise, and DC offset. However,

in low-IF architecture, the IF is one or two times the information bandwidth, that

makes it more vulnerable to image-signals. Presence of image-signals at IF stage is

troublesome, and becomes a challenge when completely removing the image-signal

in the IF bandpass filter. The image-signal and the desired-signal, both get sam-

pled and quantized in the A/D converter. In addition, frequency down-conversion

from the low-IF to baseband is materialized in the digital domain to get out of the

problems such as inphase and quadrature component mismatches in the analogue

domain. Using direct RF sampling architecture, placing A/D converter close to

the antenna is significantly helpful to avoid the above mentioned problems.

In general, an RF front-end is mainly composed of pre-amplifiers, filters, and

mixers. Each component has three basic parameters, which determine the overall

performance of the receiver: gain (G), noise figure (NF), and third-order intermod-

ulation product (IMD3) [112]. These three parameters together with the order of

layout of the components establish the sensitivity, gain, and dynamic range of the

receiver. The set of equations that is used to determine the overall gain, noise

figure, and the resulting third-order intermodulation point are given in [112]. This

arrangement is manageable up until the time the number of desired signals is lim-

ited to two or three. However, the complexity increases when spectrum of interest

is sparse and contains multiple RF signals or bands. In such environment, direct

RF sampling receiver demands a very high sampling rate A/D convertor, which

as a result requires high power and large number of computations. In actual fact,

there is no universal formula which, can calculate the minimum sampling rate due

to non-linear nature of spectrum [65]. Composite receiver architecture is one of

the suitable choices that can handle the problems like DC off set, image rejection,
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IMD3 and high sampling rates by keeping IF in the RF band and managing the

Spectrum of Interest (SOI) in a quasi-uniformly laid pattern.

Figure 6.1: The architecture of a conventional analogue GPS receiver.

The proposed design is composite in nature when considered with conventional su-

per hetero-dyne receivers and modern zero-IF receivers. As a case study, we intend

to implement and simulate our proposed composite design for the development of

GNSS receivers. In our proposed design a special emphasis is given on the selection

of such RF band that is translated to the IF stage to form a contiguous spectrum

containing all signals of interest. The GNSS receiver design is first simulated using

Multisim 14.0.1 of National Instruments. The required software is installed on an

ACPIx64-based PC having core i5-5200U CPU @2.2 GHz. However, it is noticed

that for a simulated signal in the range of 1200-1500 MHz, the system takes con-

siderably large time to down-convert and display the signals in first Nyquist zone.

Therefore, further simulations are carried and verified using Matlab R©, and results

are discussed in terms of low complexity and reduced sampling rates. Simulation

results are compared with those obtained in [9] - [12]. It is observed that using the

proposed method minimized sampling rates can be achieved, which would reduce

computational complexity for further signal processing.
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The only major assumption, which we made, pertains to the characteristics of

bandpass filters being used in our design. This means that our filters are practi-

cally realizable for our SOI and has same roll off, insertion loss and noise figure

as those of [12]. The reason behind this is to keep the scope of study limited and

simple.

Figure 6.2: A scenario comprising a combination of GNSS signals of GPS,
GLONASS, Galileo and Compass.

6.3 Receiver Architectures

6.3.1 GNSS Receiver

The ideal SDR receiver, where there is no Low Noise Amplifier (LNA) or RF filter

is placed in the chain between antenna and A/D convertor as first envisioned by

Mitola [31] has not (yet) been materialized [79]. Theoretically, the SDR design

could hold all standards, including 5G, as long as the A/D convertor has enough

sensitivity, dynamic range, sampling rate, etc. However, it poses very strict con-

ditions on the A/D convertor which, even if they are achieved, would dissipate

an unacceptably large amount of power [113] for wireless and portable applica-

tions. A conventional GNSS receiver normally corresponds a low IF architecture

with an RF bandwidth of less than a few MHz and a low resolution A/D con-

vertor [55]. Designs of dual-channel radios for compass applications are available

in [100, 101, 114]. On the other hand, new Galileo E1B, E1C, Composite Binary

Offset Sub-carrier (CBOC) signals or the new GPS L1C Time- Multiplexed-BOC
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signals which have a bandwidth in excess of 24 MHz and can not be handled

by the proposed designs in [115, 116] . One of the reasons for this is that RF

spectrum for GNSS receivers is spilled over 1.6 GHz and is spread sparsely from

1176.45 ± 10.23 MHz (L5) to 1602 + n x 0.5625 ± 0.5625 MHz (GLONASS).

SDR based multi-band subsampling receivers [81], and reconfigurable architecture

for multi-standard, that allows the combination of two or more GNSS standards

[12] are the modern architectures used for multi-band GNSS. However, SDR based

architectures are vulnerable to higher number of harmonics and intermodulation

products, in particular, third-order intermodulation. Again the existing receiver

architectures and sampling techniques require some modifications to manage this

ultra-high frequency band and large bandwidth.

6.3.2 Proposed Design

A multi-band composite receiver architecture is presented and its performance to

reduce sampling rates and TOI-components is analysed. Composite means that it

uses a combination of hetero-dyne and direct RF sub-sampling approach. Keep-

ing in view the pattern of SOI, the desired GNSS signals are categorized into two

sub-groups. The first sub-group (Gp-1) is generally a single signal, that is placed

asymmetrically in the spectrum of interest and is translated to an appropriate

IF. The second sub-group (Gp-2) is comprised of signals which are already almost

equally spaced. Gp-1 is translated either in the gaps, available between the signals

of Gp-2 or on their flanks. The purpose is to form an equally-spaced spectrum.

This sort of frequency translation of partial SOI has two advantages. One is the

formulation of a contiguous-spectrum, out of the sparse-spectrum, which can be

directly digitized and translated using an ordinary A/D convertor. The equally

spaced signals, require the lowest possible sampling rates, which is one of our ob-

jectives. The second advantage is achieved by transforming one of bands to an IF

of our own choice. This helps to reduce undesired harmonic components in general,

and TOI in particular. As shown in Fig. 6.3, both sub-groups are made parallel

and are input to the A/D convertor through LNA for simultaneous digitization and
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translation to first Nyquist zone. Gp-1 signals path is comprised of a wideband

antenna capable to intercept all GNSS signals, and a Low Noise Amplifier (LNA)

to minimize the noise and increment the gain. The desired GNSS signals are first

passed through a bank of parallel bandpass anti-aliasing filters. Gp-2 signals route

through a mixer stage also fed by frequency synthesizers. The combined band is

further amplified by an LNA. The output of LNA is sampled by an ordinary low-

speed A/D convertor. Finally, digital signal processing is accomplished to ensure

digital down-conversion, channel selection and baseband processing. Another im-

Figure 6.3: A composite receiver design for Global Navigational Satellite Sys-
tem signals.

portant aspect of the design is selection of signals to be down or up-converted

to the IF stage. The IF is calculated in a way that all the signals become an

almost equally-spaced band. The IF in the design is kept intentionally very high

for maximum image rejection. Frequency sampling criterion of BPS is followed

and the sampling is carried out approximately at the rate of 2NB, including filter

bandwidth. Selection of IF and sampling frequency is made in such a way that no

spectrum folding or overlap of aliases is possible on sampling. This consequently

leads to an added advantage for reconstruction of base-band signals.
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6.4 Design Methodology.

Our design methodology is based on two important factors. The first is man-

agement of SOI so that, we can digitize and down-convert the entire spectrum

simultaneously, while using the minimum sampling rate. Direct RF sub-sampling

receiver design is one of the suitable options in this regard. However, besides noise

folding in the the base-band region it has certain issues due to non-linearity of

the LNA and A/D convertor at the front-end. The most common of these are

the higher-order harmonics and third-order intermodulation (TOI). The second

factor, which we are considering in our receiver design pertains to elimination of

TOI-components. In this section we shall briefly analyze these two factors.

6.4.1 Sampling rate viz-a-viz spectrum layout

In a multiband-multistandard electromagnetic environment, signals are non-uniformly

spaced and are long-drawn-out. Thereby any manipulation involving complete

electromagnetic spectrum requires extraordinary resources. If such a type of spec-

trum is arranged tactfully, we can accomplish the same job with fewer resources.

In a conventional receiver for analogue to digital conversion, sampling frequency

fs is always kept much greater than twice of the highest frequency fh component

present in the signal. The reason behind this is to separate spectral aliases at

the folding frequencies of ±fs/2. This very important relationship of fs ≥ 2fh

is known as the Nyquist criterion. Although satisfying the majority of sampling

requirements, the sampling of RF-signals is not limited to the Nyquist criterion.

Besides low-pass sampling there is another technique known as bandpass sam-

pling (BPS) that is used to sample an analogue bandpass signal that is centered

about some non-zero frequency. BPS is not limited to reduction of the speed of

A/D converters below that is essential with traditional low-pass sampling; it also

contributes in reduction of digital memory necessary to capture a given time in-

terval of an analogue signal. However, BPS faces issues when it down-converts

and digitizes multiple input signals simultaneously. In fact there exists no formula
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for a non-uniformly spaced sparse spectrum which may perform a simultaneous

transformation and digitization without aliasing problem. In order to avoid over-

lap of the aliased bands, the resulting intermediate band frequency, fIF , in the

first Nyquist zone for a given fs, can be calculated by satisfying the famous con-

straints in BPS theory [12, 32, 55, 60]. Considering fl and fu as lower and upper

frequencies of a single input signal, sampling frequency given by [32] is given by

2fu/m ≤ fs ≤ 2fl/(m− 1) (6.1)

where 1 ≤ m ≤ bfu/Bc and the resulting IF as a function of sampling frequency

can be written as

fIF = mod(fs/2, fc) (6.2)

However, this fIF is subject to the constraints given in (3) and (4)

0 ≤ fIF −B/2 (6.3)

fIF +B/2 ≤ fs/2 (6.4)

This also applies to N multiple input bands or signals having bandwidth B

|fIFj
− fIFi

| ≥ (Bi +Bj)/2 (6.5)

for j = 2 . . . N and i = 1 . . . j. However, However, the constraints mentioned

above help us to calculate acceptable sampling rates and do not guarantee the

minimum sampling frequency for the given information bandwidth [23, 25, 117].

Indeed we can achieve the lowest sampling rate if all the signals of interest are

equally spaced.

In order to explain, how equally spaced bands require minimum sampling rates

for down-conversion, consider a spectrum of a system, consisting of m bands, and
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has a total bandwidth of mB Hz. It means that the spectrum under consideration

can accommodate m band each of bandwidth B. Moreover, each of the bands will

have its centre frequency multiple of B/2, otherwise its intermediate-frequency

will not be centred at frequency multiple of B/2, after down-conversion. Fig. 6.4a

depicts a typical spectrum of such a system and shows the amplitudes of positive

frequencies only. Fig. 6.4b shows the sparse-spectrum of N << m bands of the

same system with a sparseness (γ = ∆f/B) of 10:1. This means ∆f is ten times

of bandwidth B. However, all bands are still located at frequencies multiple of

B/2. Mathematically, centre frequency, fc,k of the bands can be expressed as:

Figure 6.4: A m-bands spectrum with a total bandwidth of mB Hz.(a) All
bands are equally spaced. (b) An equally spaced sparse-spectrum. (c) Band-II

is shifted right at 21B/2 + δ

.

fc,k = (k − 1)B +B/2 (6.6)

where k ranges from 1 to m.

If we sample the sparse-spectrum, shown in Fig. 6.4b at the sampling rate, fs =

2NB samples per second, it is possible to down-conversion the selected bands

to the first-Nyquist zone without any aliasing-overlaps. However, if there is any

frequency shift, δ Hz such that δ ≤ B/2 as shown in Fig. 6.4c, there will always
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be an aliasing-overlap after down-conversion, provided the sampling rate is kept

2NB. This implies that, in order to down-convert the sparse-spectrum without any

aliasing-overlaps we will have to increase the sampling rate. The other constraints

to avoid the aliasing-overlaps are described in [8]. To illustrate it further, consider

a system comprised of Band-I (B-I), Band-II (B-II) and Band-III (B-III) having

their centre frequencies at 19 MHz, 35 MHz and 51 MHz, respectively, and each

band is 2 MHz wide. This system has a sparseness of 8:1. The minimum sampling

rate required to down-convert the complete sparse-spectrum to the first Nyquist

zone is fs = 2NB = 12 Msps. Any changes in the positions of bands will require

an increase in the sampling rate for down-conversion. Table 6.1 shows the impact

of this frequency shift, where the B-I is fixed at 19 MHz, and the other two bands

are shifted linearly from their original positions (to deform the uniformity). First-

three columns in the table show the positions of bandpass signals in passband

and the next-three columns show their aliases-frequencies, (fa1, fa2 and fa3) after

down-conversion at the sampling rates fs, given in the last column. It can be

noticed that, all the three bands require the lowest sampling rate (12 Msps), when

they are uniformly positioned. Fig. 6.5, exhibits the increase in the sampling rate

as a function of frequency shift |δ|.

In a real-world scenario for sparse spectrum signals of interest are not uniformly

spaced. Therefore, in order to minimize the sampling rate a little improvisation

is required. This implies that if we manage to achieve a uniform spectrum, we

can achieve the lowest possible sampling rate with only one additional constraint.

Authors in [65] explain the direct sampling theory for equally spaced multiband

signals with an additional constraint on minimum frequency but that is not appli-

cable to all values of the ratio ∆f/B, where ∆f is the spacing between adjacent

signals. On the other hand, the model described in [8] is more generic and can be

used as a reference to achieve the objective in sparse-spectrum environment. In

this regard the most substantial factor which contributes to determine the valid

optimum sampling rate is the carrier frequency of the signal centred at minimum

frequency, fcl. Defining sparseness, γ as the ratio between ∆f and B permissible

values of fcl can be calculated using equation (6.7) and (6.8) for odd and even
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Table 6.1: B-II and B-III positions are shifted from 35 MHz and 51 MHz to
42 MHz and 44 MHz respectively, in steps of 500 kHz. Last column shows that

minimum sampling rate is required if the bands are equi-distant.

fc1 (MHz) fc2 (MHz) fc3 (MHz) fa1 (MHz) fa2 (MHz) fa3 (MHz) fs (Msps)
19 35 51 5 1 3 12
19 35.5 50.5 2 6.5 8.5 21
19 36 50 2 6 8 21
19 36.5 49.5 1.5 3.5 8.5 20.5
19 37 49 1 3 9 20
19 37.5 48.5 1.5 3.5 7.5 20.5
19 38 48 4 8 2 23
19 38.5 47.5 4 7.5 1.5 23
19 39 47 3 7 1 16
19 39.5 46.5 1 3.5 7.5 18
19 40 46 1 4 8 18
19 40.5 45.5 3.5 6 1 15.5
19 41 45 5 1 3 14
19 41.5 44.5 14 8.5 11.5 33
19 42 44 5.5 1.5 3.5 13.5

values of γ, respectively.

fcl[k] = (γ ± 2(k − 1)N)B/2 (6.7)

fcl[k] = (γ ± 2k − 1)B/2 (6.8)

and in the case if mod(fj − fi, fs) = 0 then

fcl[k] = {(γ ± k(2N + 1)B/2)}
⋃
{(2γ ± k(2N + 1)B/2)} (6.9)

However, in practical scenarios spectrum is not uniformly spaced. Due to this a

manipulation is required to make the SOI as uniformly-spaced as possible such

that fcl selected is always from the set obtained via (6)-(8). For example, GNSS

signals (L1, L2C, E1, B1 and G2) are unevenly stretched in a BW of approximately

350 MHz but have an information bandwidth of 18.8385 MHz only. Thus it has

the approximate sparse ratio of 18:1. Taking the advantage of sparseness we can

readjust the position of desired signals by down conversion or up conversion. This

has two advantages. Firstly, it offers more flexibility to choose the frequency of the
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lowest carrier at a position permitted by (6)-(8). Secondly, we can transform the

non-uniformly spaced signals in a quasi-uniformly spaced pattern. Nevertheless,

Figure 6.5: Sampling rate increases in a non-linear fashion for a non-uniform
spectrum, when there is any frequency shift, |δ| in the positions of B-II and

B-III.

ideally it should be uniformly spaced up to perfection. It should also be consid-

ered the more the SOI is uniformly spaced the lesser is the sampling frequency

required to digitize the analogue signals and consequently demands less signal pro-

cessing and complexity. Consider the example of GNSS signals L1/E1, B1, G2 and

L2C shown in Fig. 6.2. These signals are located at 1575.42 MHz, 1561.098 MHz,

1245.78125 MHz and 1227.6 MHz respectively. Let us form two groups of these sig-

nals; L1/E1/B1 and L2/G2 with central frequencies at 1567.275 and 1236.690625

MHz respectively. Now if we up-convert the latter group to 1547.80925 MHz, a

contiguous spectrum is formed. This gives us an opportunity to sample at a sam-

pling rate of 90.2 MHz which is 11.681 MHz less than the lowest sampling rate

achieved in [12] and 23.88 MHz less than that acquired by using iterative algorithm

proposed by [118].
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6.4.2 Intermodulation Distortion (IMD) Components.

Non-linearities at any stage in the receiver chain may cause intermodulation inter-

ference [119]. When signals with different frequencies are applied to the input of

the nonlinear component, the non-linearity gives rise to spurious distortion signals

on other frequencies [120]. The magnitude of intermodulation products cannot be

predicted easily but it is well-known that their amplitude gradually decreases with

the increase in order. Second order components have an amplitude proportional

to the square of the input signal, whereas TOI-component have an amplitude pro-

portional to the cube of the input signal [121]. Thus, if two input signals, equal in

magnitude, each rise by 1 dB then the second-order components rise by 2 dB, the

TOI-components rise by 3 dB, and so on. However, the design of most high-speed

A/D convertors is such that differential non-linearity is spread across the entire

A/D convertor range. Therefore, for signals which are within a few dB of full

scale, the overall integral non-linearity of the transfer function determines the dis-

tortion products. For lower level signals, however, the harmonic content becomes

dominated by the differential non-linearities and does not generally decrease pro-

portionally with decreases in signal amplitude [122].

The greatest performance problem with the RF sub-sampling architecture is dis-

tortion due to harmonics aliasing and higher-order intermodulation. In general,

an RF sub-sampling architecture displays worse performance compared to other

architectures due to folding of wide-band noise into the desired IF-zone. Theoret-

ical studies show that the performance degradation, due to noise folding, is based

on the sample frequency. The higher the sample frequency the lesser the noise

folds into desired band (the first-Nyquist zone in the case of direct sub-sampling

receiver). However, the theoretical studies have also shown that the noise fold-

ing is not a problem in the typical RF sub-sampling receiver. If enough gain is

provided by the front-end, the total performance degradation due to noise folding

is very limited. A high T/H sample frequency does not only decrease noise fold-

ing, but, it also improves SNR degradation caused by clock noise and aperture

jitter. Since, the degradation in SNR caused by noise folding can be effectively

managed, the threatening performance problem with the RF sub-sampling design
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is harmonics aliasing and intermodulation distortion. Harmonics aliasing increase

the total harmonic distortion of the A/D convertor output due to aliasing of the

T/H output harmonics, spurious signals and other signals. In this sense, the T/H

sub-sampling suffers from similar problems as the mixer circuit does. Again, the

higher-order harmonics can be filtered out easily, but intermodulation, especially

TOI is much more challenging. In multiband direct RF sub-sampling receivers, an

A/D convertor is placed as close to the antenna as feasible; in most of the cases

just after a series of BPF and LNAs. In such cases, the A/D convertor is vulnera-

ble to spurious signals which are bi-products of signals in the spectrum of interest.

These intermodulation products are of two types. The first, are the spurious noise

components due to third-order intermodulation, which are results of in-band or

out of band frequencies. It is worth mentioning that these components are not

because of non-linearity of LNA or A/D convertor. From this intermodulation

interference problem communications systems can suffer. An example of this can

come from maritime communication. The problem is aggravated by having evenly

spaced channels, such as the VHF maritime communications example, where 50

kHz channel spacing is used. In this example if a user attempts to use channel-3

at 156.15 MHz, communication systems could falter to a great degree. There are

nearby users operating on channel-4 at 156.20 MHz and channel-5 = 156.25 MHz.

The second harmonic of channel-4 is 312.4 MHz. A third order intermodulation

product falls squarely on channel-3, which causes performance degradation. When

such channel is down-converted to an IF and are digitized, the TOI component

gets mounted above it, resulting in severe distortion.

In the second case, the third-order intermodulation products directly interfere with

the basic signal in the first- Nyquist zone. Such type of noise components are a

result of non-linearity of components. Given the case that a single CW tone is

applied to a non-linear element, additional signals, the so-called harmonics, will

be generated at n times of the original frequency, with n being the order of the

harmonic. Any non-linear element can be described by a Taylor-series :-

Ps = a0 + a1s+ a2s
2 + a3s

3 + ... (6.10)
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with P(s) being its transfer function and s being the input signal. We will not

look in detail on the factors, but focus on the powers of s. Assuming a CW input

signal, the general formula for a signal, s(t) as a function of time t is

s(t) = B cos(2πft+ φ) (6.11)

Clearly, harmonics of a single tone are outside the usable band of an application,

since they are at multiples of the original frequency. Once a second tone joins

the input signal at a small frequency offset, i.e., the resulting output signal looks

different. In contrast to the single tone scenario above, the signal s(t) is now

s(t) = B1 cos(2πf1t+ φ1) +B2 cos(2πf2t+ φ2) (6.12)

Since the dominating intermodulation products are the third order products, the

following equations focus on them only. Calculating the third power terms (re-

sponsible for the third order intermodulation and third order harmonics) of the

Taylor series with the two-tone input signal from Eq. 6.12 yields the following

result:

S3(t) = B3
1 cos3(2πf1t+φ1)

+B3
2 cos3(2πf2t+ φ2)

+ 3B2
1B2 cos(2πf1t+ φ1). cos(2πf2t+ φ2)

+ 3B1B
2
2 cos(2πf1t+ φ1). cos(2πf2t+ φ2)

(6.13)

The first two lines describe the third order harmonics for each of the input tones

(cos3-terms), whereas lines 3 and 4 represent the third order intermodulation terms

(mixed terms). From the above equations, the third order intermodulation (TOI)

frequencies can be derived using the addition theorem (for trigonometric functions)

as

fTOI1 = 2f1 − f2fTOI2 = 2f2 − f1 (6.14)

While the 3rd order harmonics ( 3f1 and 3f2 ) of the individual input tones can

easily be suppressed by a low-pass filter. The third order intermodulation terms
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are often more critical for the application. The resulting frequencies are often

in-band for a given application and therefore interfere with the wanted signal.

Additionally, under the assumption B1 = B2, i.e. both tones have the same level,

the intermodulation terms exceed the harmonic terms by a factor of 3 in ampli-

tude. A factor of 3 in amplitude converts to a 9.54 dB difference between the

third-order harmonics of the individual tones and the third order intermodulation

products. This is illustrated in the following example.

Example: Consider a two-bands (C1 and C2) land mobile radio (LMR) used for

national security and defence purpose, where C1 has a bandwidth (Bc1) of 5 MHz

(161.5-166.5 MHz) and C2 has bandwidth (Bc2) of 5 MHz (316.5-321.5MHz). A

16 bit A/D convertor with 82 dB SNR is used for sampling the input signal. A

sampling frequency of 50 MHz (5 times of total bandwidth) is sufficient to down-

sample both bands without loss of any information. The transformed intermediate

frequencies centred at fIF1 = 14 MHz and fIF2 = 19 MHz of C1 and C2 respectively

can be calculated using equation

fIF = fRF −mfs (6.15)

In this case, the third-order intermodulation products can be found centred at

fIM3 = 9 MHz and 24 MHz. It is pertinent to note that these TOI products have

their footprints from 1.5 MHz to 16.5 MHz (TOI1), extended over 15 MHz wide

(2.Bc1 + Bc2), and 16.5 MHz to 25 MHz (TOI2), which is further folded around

dc component upto 6.5 MHz. These spurious products directly interfere with

down-converted bands C1 and C2 in the first-Nyquist zone, while having almost a

complete overlap with the both bands, as shown in the Fig. 6.6. The same can be

verified through Matlab R© simulations on simulink as shown in the Fig. 6.7. How-

ever, to keep the simulation simple, we are using the central frequencies (sinusoidal

tones of 1 Hz each) of both the bands. It can be seen that their TOIs are centred

at 9 and 24 MHz. Both of the TOI-products have an amplitude attenuation of -65

dBc in relation to the basic sinusoids located at 14 and 19 MHz having amplitude
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of 27 dBm each. Despite of the attenuation by 65 dBs, TOI products are a major

cause of distortion, degrading, SINAD ratio. Here, it is worth mentioning that,

the SINAD is the ratio of the root-mean-square value of the signal amplitude to

the mean value of the root-sum-squares (RSS) of all other spectral components,

including basic harmonics, and their intermodulation products less the DC com-

ponent. However, for ease of calculations we are restricting ourselves to the TOIs

only. Despite of this, the Noise Figure (NF (dB)), the decibel equivalent of noise

factor (F) of the A/D convertor gets worse, resulting in the performance degrada-

tion.

Noise factor of a device is the power ratio of the SNR at the input (SNRin)

Figure 6.6: TOI product formation in the first-Nyqusit zone of the dual-band
LMR.

divided by the SNR at the output (SNRout) and can be expressed as :-

F = SNRin/SNRout (6.16)

The output signal (Sout) is equal to the input signal (Sin) times the gain: (Sout) =

(Sin)G. The output noise is equal to the noise at the input (Nin) from the source

plus the noise contributed by the A/D convertor (NADC) and noise due to har-

monic distortion NH times the gain: Nout = (Nin +NADC +NH)G. Here, the only

assumption we are making is that all noise contributing factors have correlation

and can be added. Substituting into Eq. 6.16 and simplifying, we get

F =
SNRin

SNRout

= 1 +
(NADC +NH)

Nin

(6.17)

Now let us calculate each of the noise contributing factors. Nin can be calculated

with the assumption that, the input is terminated in the same impedance as the
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Figure 6.7: TOI and spurious-noise components for a dual-band LMR (using
dual tones at centre-frequencies) in the case of direct RF sub-sampling.

source, Nin = kT = 174 dBm/Hz, where k is Boltzmanś constant and T = 300

Kelvin. To find the input noise spectral density, we divide the signal level by the

SNR divided by half the sampling frequency (SNR is calculated by dividing the

signal by the noise integrated over fS/2).

Nout(dBm/Hz) = 1dBFS(dBm) + SNR(dBc)fS/2(dBHz). Since an A/D con-

vertor is a voltage-driven device, so we must choose an input resistance to find the

signal power with the formula P = V 2
rms/R. Assuming that full scale (FS) voltage

is 20V p-p and R = 50Ω, the full-scale input is +30 dBm.

Given that fs = 50 MSPS, SNR = 82, thenNADC(dBm/Hz) = +27dBm−82dBc−

73.98dBHz = −129.02dBm/Hz. Finally, NH can be measured from through sim-

ulation , as shown in Fig 6.7. It should be noted that We are using only one

spurious-noise component, i.e. third-order intermodulation product (TOI). This

gives a value of -38 dBm/Hz, resulting an increase in the noise figure of A/D con-

vertor by 38 dBs. Placing these values in Eq. 6.17, we get the Noise Figure of 83

dBs. This clearly shows an enormous attenuation to the SNR at the input and

even beyond the given SNR of the A/D convertor. However, it should be noted

that the distortion due to TOI is coloured noise and does not have any correla-

tion with other noise-contributing factors. Hence, it will not rise the noise floor

of the A/D convertor. Nevertheless, the measured distortion power is much more
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greater than the noise contributed by the device and will overcome the noise floor.

On the other hand composite receiver design provides us the flexibility to up or

down-convert any of the band to an IF of our own choice and then sample both the

bands simultaneously. Here we are using an LO of 183 MHz and are upconverting

the C1 to 347 MHz. This gives us an advantage to circumvent both the problems

(the image frequency and the TOI interference). Fig. 6.8 shows that third-order

intermodulation products are successfully eliminated from the first-Nyquist zone.

Further still, a number of other harmonics of lesser amplitudes (which we are

not considering) are also reduced to two-third of the direct RF sampling method.

Another advantage of our proposed design is its flexibility for selection of desired

Figure 6.8: Reduction of spurious components using composite receiver
methodology.

sampling frequency. In the case of direct RF sub-sampling receiver, the acceptable

sampling frequency intervals, do not guarantee the distortion due to TOI. Table

6.2 shows sampling frequencies intervals, which are legitimate, and fulfil all the

necessary conditions as stated in the literature [55, 118]. However, it can be no-

ticed that despite this, there are intermodulation components which may interfere

with basic signal after down-conversion. Figure 6.9 illustrates the presence of a

TOI-component, despite of the fact that sampling rate is almost twenty-times than

the combine bandwidth of Filter-1 and Filter-4 presented by [12]. These filters are
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Table 6.2: Regions of acceptable bandpass sampling rates for down-conversion
of L1/L5a and L1/E1/B1 signals and location of third-order intermodulation

component

Sampling Frequency Interval TOI-Component

(MHz) (MHz)

103.32-103.92 -

139.62-141.72 5.39876, 5.92249, 5.26601, . . .

166.32-166.62 -

185.82-186.20 41.3559, 41.3412, 41.3419, . . .

215.82-222.72 17.6767, 17.6769,17.6361, . . .

286.92-291.42 -

350.82-372.42 82.9940, 82.9961, 82.9966

tuned at centre-frequencies 1174.450 MHz and 1568.259 MHz, and are covering

L5/E5a and L1/E1/B1 respectively.

Figure 6.9: An illustration of TOI-component at 82.994 MHz alongwith other
spurious-noise components causing distortion.
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Table 6.3: Group-formation of GNSS signals and the minimum sampling rates
for their down-conversion.

GNSS Received
Signals

Bands Contiguous Bands Translated Spec-
trum

Sampling
Rate
(Msps)

L1, L2* 2 1575.42/1596.077*/-/-/- 3.54/1.243/-/-/- 9.18
L1/E1, B1* 2 1575.42/1585.0*/-/-/- 7.42/2.6/-/-/- 19.60
L1/E1/B1,
L2/G2*

2 1567.275/1547.80925*/-/-/- 34.859/14.40925/-/-/- 90.20

L1/B1/E1*, E5b/
B2/ G2/L2

2 1155.707*/1223/-/-/- 75.707/37.0/-/-/- 180.0

L1/E1/B1*,
L5/E5a

2 1131.0*/1176.45/-/-/- 13.56/34.11/-/-/- 93.12

L1/E1/B1*,
L5/E5a,

1155.707*/1176.45/

E5b/B2, L2/G2 4 1207.14/1237.81975/- 99.293/78.55/47.86/
17.18/-

251.0

L1/B1/E1*,
L5/E5a, E5b/
B2,

1155.707*/1176.45/

L2/G2, B1-2/G1* 5 1207.14/1237.81975/1136* 124/103.55/72.86/
42.18/144

320.0

L1/E1/B1/B1-
2/G1*,
L5/E5a*/E5b/B2/
L2/G2/E6

2 1131.0*/1232/-/-/- 89.0/190.0/-/-/- 521.0

L1/E1/B1/B1-2/
G1*,
L5/E5a/E5b/B2/
L2/G2/E6

2 1131.0*/1232/-/-/- 174.0/73/-/-/- 435.0

6.5 Results and Simulations

In order to validate the composite design GNSS signals are grouped as presented

in Table 6.3. Major purpose of this group-formation is to arrange the spectrum in

a uniformly-spaced fashion. However, since our signals of interest vary in band-

widths, it is not possible to form a perfect uniformly-spaced spectrum. In other

words, we are arranging the SOI in a manner, which is quasi-uniformly spaced.

This quasi-uniformly spaced SOI is based on (6)-(8) and is the key to acquire min-

imum sampling rate. The group-formation is also helpful in reducing out of band

noise when compared with direct RF sub-sampling architecture. Besides noise

folding, a receiver-design based on direct RF sub-sampling is more vulnerable to

higher-order harmonics and intermodulation products. The spectrum management

using composite design is also helpful in reducing noise due to harmonic distortion,

especially third order intermodulation (TOI) distortion. This in return improves

the noise figure (NF) of the receiver architecture. Consider a design example of

RF front end of a GPS receiver, implemented in [9] in which we can realize both of
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the above-mentioned advantages. In [9] Psiaki et al., present a dual-frequency di-

rect RF sampling front end, where information signals are almost 348 MHz apart.

These signals are directly fed to LNA using a single BPF and digitized there af-

ter. In order to remove out of band noise, the signals are filtered by an active

dual-frequency assembly. Minimum sampling rate achieved in [9] is 99.23 MHz.

On the other hand, our proposed design reduces the sampling rate significantly to

9.18 MHz, which is 9.25% of [9]. In Table 6.4, we can see that in the case of dual-

frequency (L1 C/A and L2C bands of GPS) sampling rate can be reduced down

to 9.18 MHz. In Fig. 6.10 a simulation circuit is implemented using Multisim.

For simplicity input sinusoidal signals at frequencies 1575.42 MHz and 1596.077

kHz are directly generated using function generators XFG1 and XFG2. These are

fed to an A/D convertor with a sampling rate of 9.18 MHz. The output of the

A/D convertor is further given to a wide-band operational amplifier AD8067ART.

A spectrum analyzer XSA1 is used to monitor the output. Fig. 6.11 shows the

output spectrum of our designed circuit. It can be noted that both signals are

successfully down-converted in the first Nyquist zone without any compromise. In

this case, sampling rate is less than one-tenth of that achieved in [9] through a

rigorous iterative algorithm.

Figure 6.10: A simplified circuit of composite receiver using a sampling rate
of 9.18 MHz.

As discussed earlier, in the case of GNSS, simultaneous down-conversion and dig-

itization of the combination of GPS/GALILEO/GLONASS/COMPASS signals

require a high speed A/D convertor having large input-bandwidth. In this con-

text, theoretically permissible sampling rates for various combinations are shown
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in the last column of Table 6.3. GNSS signals, which are grouped together are

presented using symbol ′�′, where as we used commas ′,′ to separate groups. For

example, in the third row of Table 6.3, L1, E1, B1, L2 and G2 forming two groups

are shown as L1/E1/B1, L2/G2. The ’*’ mark shows that frequency translation

operation is performed on that particular group to construct a contiguous spec-

trum.

Now let us consider an example of a combination of signals from GPS, GALILEO

and COMPASS. The selected signals L1 C/A, E1 and B1, have modulation schemes

BPSK, BOC (1,1) and QPSK. Taking the advantage of different modulations L1

and E1 are centred at the same frequency of 1575.42 MHz and B1 is centered at

1561.098 MHz. In [12] these signals are down-converted using BPF centred at a

Figure 6.11: Down conversion of L1, L2 to 1.243 MHz and 3.54 MHz using a
sampling rate of 9.18 MHz.

frequency of 1568.259 MHz, which has a total bandpass-bandwidth (BT ) of 18.414

MHz. Minimum workable sampling rate proposed by [12] is 43.865 MHz which

is more than seven times of the information bandwidth. It is noticeable that the

total information bandwidth of these signals is 6.138 MHz because L1 and E1 are

centred at the same frequency (1575.42 MHz). This means that an additional

bandwidth of 12.276 MHz contributes towards adding out of band noise, which

is undesired. On the other side, our proposed design makes it possible to down-

convert all these signals simultaneously using a much less sampling rate of 19.60

MHz. Clearly, this is less than 50% of that proposed in [12]. Fig. 6.12, shows a

successful down-conversion of L1/E1 and B1 in the first-Nyquist zone (0 ≥ fs/2)

using Matlab R© simulation. Similarly, for other combinations of GNSS shown in
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Table 6.3, we can form the contiguous bands, which can be down-converted using

reduced sampling rates.

Figure 6.12: Down conversion of L1/E1, B1 to 2.6 MHz and 7.42 MHz using
a sampling rate of 19.6 MHz.

Table 6.4, shows the comparison of sampling rates with work already done in [9]-

[12]. It is very much evident that our proposed rates are significantly less than

those proposed in [9]-[12].
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Table 6.4: A comparison of sampling rate, useable for Global Navigational
Satellite Signals receiver .

GNSS Psiaki
et al.

Yuan
et al.

Kouki
et al.

Barrak
et al.

Proposed
Composite

Signals 2005 2000 2012 2014
L1, L2 99.23 - - - 9.18
L1/E1, B1 - - - 43.865 19.60
L1/E1/B1,
L2/G2

- - - 101.881 90.200

L1/B1/E1,
E5b/ B2/
G2/L2

- - - 192.48 180.0

L1/E1/B1,
L5/E5a

- - - 103.694 93.120

L1/E1/B1,
L5/E5a,
E5b/B2,
L2/G2

- - - 257.298 251.00

L1/B1/E1,
L5/E5a,
E5b/ B2,
L2/G2, B1-
2/G1

- - - 443.232 320.0

L1/E1/B1/B1-
2/ G1,
L5/E5a/E5b/
B2/L2/G2/E6 - 744 1080 - 435.0



Chapter 7

Conclusion and Future work

In this dissertation, various sampling techniques have been extensively studied

with a view to find the minimum sampling rate. It has been investigated that

solutions based on bandpass sampling are useful to directly down convert and dig-

itize multiband RF signals. It has been observed that the contemporary sampling

techniques being used to acquire minimum sampling rate were not able to explain

the relation between sampling rate and the sparseness in the spectrum of interest.

In order to overcome the gap, a novel direct RF sampling method has been pre-

sented to find out the minimum sampling frequency for an evenly spaced spectrum

comprising multiband RF signals. The presented methodology describes the set

of rules to achieve the lowest possible sampling frequency rates. In the presented

methodology it has been proved that the minimum sampling rate has a unique

relation with the layout of the SOI. It shows that for a given spectrum of inter-

est comprised of evenly spaced energy contents of equal bandwidth, any number

of information signals, it is possible to down-convert the complete SOI using the

minimum possible sampling rate, 2NB which was twice of the total information

bandwidth.

The results have been validated through two different platforms. One was the Mul-

tisim, where input signals were generated through a signal generator in the form

of sinusoidal tones. In order to depict different scenarios of specific sparse-ratio, γ,

124
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and bandwidth, B, the generated sinusoids were evenly spaced with a frequency-

gap ∆f = γB Hz. The output signals, as envisaged in the theoretical part were

successfully translated to the first-Nyquist zone with a frequency separation of B

in all of the scenarios. The separation of B Hz between the adjacent bands in the

first-Nyquist zone validated that the selected sampling rate as well as band position

in pass-band were complementing each other to circumvent any aliasing-overlap.

It has also been confirmed that position of minimum center-frequency depends on

sparse-ratio. For even values of sparse-ratio, the minimum center-frequency, fc1

can be kB/2, where as for odd values of sparse-ratio, it should be at least equal to

the half of the frequency-gap between adjacent bands, i.e. ∆f/2. However, it can

be any frequency determined through the expression, fck = (γ ± 2(k − 1)N)B/2,

for k = 1, 2, 3 . . .. The other platform used for validation of results was Matlab,

which had an edge over Multisim, since it was more capable of processing more

number of input signals of the desired bandwidth.

The proposed methodology has been found more generic and flexible to the num-

ber of input signals or bands as well as to their positions in the desired spectrum.

It has been observed that for evenly spaced sparse-spectrum the relation between

number of signals in SOI and sampling rate is linear, however, it is non-linear in

the case of non-linear sparse-spectrum. In addition, the proposed methodology

has been found more flexible in selection of suitable frequency for a radio design.

As described in chapter 5, scenario-III for a land mobile radio design, there was a

considerable frequency range, that was available to select the suitable frequencies

of own choice in all of the RF-bands.

In the application part, a composite-receiver design of a global navigation satellite

system receiver has been presented. The receiver has the capability to down-

convert a spectrum, that might be spread over a frequency range in the GHz,

using a low sampling analogue-to-digital converter. The design usefulness has

been validated by applying the proposed bandpass sampling methodology to a

quasi-uniformly spaced spectrum. The simulation showed that the usefulness of

the composite-architecture for simultaneous digitization and down-conversion of

analog signals. In the case of dual frequency (L1 C/A and L2C bands of GPS)
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sampling rate was reduced down to 9.18 MHz, which was one-tenth of the sam-

pling rate used in [9]. The composite design was found more useful for reducing

the out-of-band noise as well. For example, in the case of multiple signals, sev-

eral combinations of signals from GPS, GALILEO and COMPASS were used for

simulations. In one of the cases, the selected signals L1 C/A (BPSK), E1 (BOC

(1,1)) and B1 (QPSK), that had a total information bandwidth of 6.138 MHz,

were grouped around a frequency of 1568.259 MHz and filtered by a BPF, which

had a total bandpass-bandwidth of 18.414 MHz. Minimum workable sampling rate

expressed in [12], for the same signals was 43.865 MHz which was more than seven

times of the information bandwidth. It was noticed that the total information

bandwidth of these signals was one-third of the filter bandwidth because L1 and

E1 were centered at the same frequency (1575.42 MHz). This means that an ad-

ditional bandwidth of 12.276 MHz contributed towards adding out of band noise,

which was undesired. On the other side, our proposed design made it possible

to down-convert all these signals simultaneously using a much less sampling rate

of 19.60 MHz. Clearly, this was less than 50% of that proposed in [12]. More-

over, the group-formation has been found helpful in reducing out of band noise

when compared with direct RF sub-sampling architecture. Besides noise folding, a

receiver-design based on direct RF sub-sampling were more vulnerable to higher-

order harmonics and intermodulation products. The spectrum management using

composite design has been helpful in reducing noise due to harmonic distortion,

especially third order intermodulation (TOI) distortion. This in return improved

the noise figure (NF) of the receiver architecture. Finally, when compared with

the iterative algorithms, in terms of iteration the presented methodology has been

found significantly efficient as it could always find the minimum sampling rate

within couple of iteration.

As a future work, the proposed method of finding the minimum sampling rate

is useful in the design of a low-cost digital oscilloscope based on bandpass sam-

pling. At present, the sampling oscilloscopes are used for analyzing very high

frequency signals. These oscilloscopes are utilized for looking at repetitive signals

which are higher than the sample rate of the scope. These scopes construct the



Conclusion and Future Work 127

information signal by assembling samples from several successive waveforms, and

by assembling them during the processing, they are able to build up a picture of

the waveform. The oscilloscope specifications for these attributes may sometimes

require a frequency or bandwidth as high as tens of GHz, which might be a very

expensive solution. On the other hand the presented BPS methodology has the

capability to present a low cost solution to analyze high frequency signals using

low rate and high bit ADC.

The proposed work can also be extended in cognitive radio communication sys-

tems for detection of cognitive radio. In the conventional heterodyne receiver the

detection time is high not only because of the use of analogue bandpass filter but

also due to the use of a low rate analogue-to-digital convertor. In other receiver

architectures that are used for fast CR detection, the homodyne receiver has the

capability of fast detection due to the use of high rate ADC, which is unfeasible in

a sparse-spectrum environment or may be a very costly approach. A filter-bank

based receiver with bandpass sampling that may have a low rate ADC by using

the proposed methodology can be a suitable approach in such environment.
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