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Abstract

A wireless sensor network (WSN) is a kind of multi-hop network that is widely used

for monitoring and surveillance purposes. The sensors are deployed over a large

area and the basic objective is to sense their environment and communicate useful

information to a central repository for further processing and decision-making.

Thus, all the sensors need to be connected to that central repository, called a

sink, either directly or through some intermediate nodes. The failure of certain

sensor nodes located at critical positions creates a situation in which some alive

nodes are deprived of their communication to the sink. This network partitioning

phenomenon may render a large number of alive nodes useless by preventing them

from sending important time-critical data to the sink. This problem consists of

two components, namely,(1) Partition identification and (2) Re-connectivity.

This dissertation presents three different solutions to this problem. The first so-

lution named as Partition Identification and Redeployment Algorithm (PIRA) is

based on a traditional network topological information-based approach, where the

sink node identifies the occurrence of partitions and proposes an appropriate re-

deployment based on its knowledge of the network topology and the state of the

sensor nodes. The second proposed solution is a novel cooperative beamforming-

based approach. The third solution is based on human-assisted sensor node energy

visualization that involves vulnerable nodes identification and optimized redeploy-

ment decisions.

The Proposed PIRA employs a two-step approach. In the first step, network

partitions caused by the failure of key sensor nodes that ensure connectivity are

identified. In the second step, a potential location for the optimized redeploy-

ment of additional relay nodes is identified in order to restore connectivity of the

isolated partitions, with the rest of the network. Received Signal Strength Indi-

cator(RSSI) is used to figure out the effective communication range of the relay

nodes to account for the effect of obstacles and other objects blocking the line of

sight between sensor nodes. This helps in determining where to put more relay

nodes over irregular terrain. When compared with the existing techniques in terms



x

of the number of partitions detected, the duration of partition detection, and the

energy consumption of the sensor nodes, the proposed technique not only detects

network partitioning in the shortest possible time without any additional message

congestion but also leads to a significant reduction in energy consumption.

In the second solution, a novel partition discovery and re-connectivity mechanism

are proposed which exploits a cooperative beamforming approach. This method

allows a group of sensor nodes trapped in an isolated partition to cooperate and

create a directional beam that significantly extends their overall communication

range to restore communication by connecting with a remote relay node connected

to the core network. The proposed mechanism lets the disconnected sensor nodes

trapped in an isolated partition be discovered by the sink while restoring their con-

nectivity without requiring additional resources. The proposed method considered

partitioning scenarios that occur due to node failures during deployment as well

as network operation. Extensive computer simulations show that the proposed

mechanism performs partition detection and restores connectivity of the wireless

sensor network in a timely manner. It achieves up to 70% Partition healing in

near real-time, making it a viable solution for real-time Wireless Sensor Network

applications.

The third proposed solution relies on the visualization of the energy state infor-

mation of sensor nodes in order to detect their vulnerability for their prospective

failure. It facilitates the network manager to predict and prevent possible net-

work fragmentation. It is also helpfull in assissting the network manager to make

redeployment decisions, by identifying the exact location and instance to rede-

ploy additional sensor nodes to ensure connectivity. The proposed visualization

technique is subjected to evaluation by ten experts, and their feedback is used

to calculate performance metrics including precision, recall, and accuracy. The

experts’ feedback indicates that the proposed visualization method enables the

network managers to detect vulenrable nodes with an accurcay rate exceeding

90%.
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Chapter 1

Introduction

This chapter begins with an overview of the wireless sensor network in Section

1.1, Sensor nodes and their critical components are examined in Section 1.2. The

architecture and types of wireless sensor networks are discussed in Section 1.4

and 1.3. Whereas section 1.5 discusses numerous real-world applications for wire-

less sensor networks, while Section 1.6 discusses some critical design challenges.

Section 1.8 discusses the importance of connectivity, while Section 1.9 discusses

network partitioning. Section 1.10 discusses beamforming and the rationale for

using collaborative beamforming. whereas, section 1.11 discusses the visualisation

and its importance. The research objectives and Thesis Organization are discussed

in Section 1.7 and 1.12, respectively.

1.1 Wireless Sensor Networks

Advances in microelectromechanical systems (MEMS) have ushered into an era of

intelligent electronic systems in the form of wireless sensor networks (WSNs). In

general, a wireless sensor network is made up of sensor nodes, an area of interest,

and one or more sink nodes. The area of interest or target is usually a physical ob-

ject, location, or phenomenon within the environment that produces the observed

conditions. A sensor node is required to continuously monitor these targets and

1
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collect the relevent data. After retrieving the data, the sensor nodes have the task

of communicating it to the sink node. To achieve this task, the sensor node and the

sink node must be connected through specific communication channels. A sensor

node can be connected directly to a sink node or through numerous intermediate

relay nodes, as shown in the Figure. 1.1.

This allows the nodes to establish an ad hoc network and transmit messages across

multiple hops in a remote and hostile environment. Due to their small size, sensors

have some fundamental limitations such as energy, limited computing power, and

memory size [1]. Although advances in electronics and wireless communication

technology have made it possible to overcome these fundamental limitations to

some extent, there is still a need for optimization to extend the application range

of WSN [2, 3].

WSNs have been widely deployed in recent years for surveillance and monitoring

purposes, such as monitoring human health and habitats, tracking enemy troops

and equipment, assessing the structural integrity of buildings and bridges, and

recording and regulating natural disasters such as earthquakes, volcanoes, forest

fires, floods, and storms [4].

In addition, the Internet of Things (IoT), being a variant of WSN and a network of

interconnected computing devices equipped with a variety of sensors, has become

one of the most important technologies in daily life and will likely define the future

of humanity. These tiny sensor devices are the backbone of any basic IoT system.

They collect raw data from a given environment and transmit it to a processing

unit. The base layer of the IoT architecture is responsible for the connectivity of

the sensors and data collection over a network [5].

Network connectivity plays an important role in the overall efficiency of a WSN

network. All the raw data collected by the sensors needs to be transmitted to the

sink for further processing. Therefore, it is necessary to ensure that each sensor

node has an active path to the sink, either directly or through an intermediate relay

node. Due to the nature of multi-hop wireless communications, the intermediate

relay nodes play an important role in maintaining overall network connectivity. If
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these intermediate relay nodes fail due to energy depletion or any other hardware

malfunction, it will cause the network partitioning. As a result, there is a high

probability that a group of sensor nodes relying on these intermediate relay nodes

will lose communication with the sink, depriving them of the ability to send col-

lected data to the sink. A conventional solution to the problem is to replace the

faulty node and restore the connection, which is a time-consuming task, and most

likely the data collected by the sensor during this time will lose its significance,

or it simply cannot store large amounts of data due to memory limitations. The

situation becomes even more critical when the collected data is of greater impor-

tance and is subject to time constraints. This is the case, for example, in WSN

applications for healthcare and real-time monitoring. Therefore, in such scenarios,

we need a robust, fault-tolerant mechanism that restores connectivity in real time

and provides a path for time-critical, important data to reach the sink.

Figure 1.1: Wireless Sensor Network

1.2 Wireless Sensor Node

A typical wireless sensor node consists of four main modules, the sensing unit,

the processing unit, the memory unit and the communication unit as shown in

Figure 1.2. These fundamental components form the backbone of wireless sen-

sor networks (WSNs), providing the essential functionalities for data detection,

communication, processing, and storage. The sensor unit serves as the primary
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element for detecting events or phenomena within the area of interest, while the

communication unit facilitates seamless information exchange between the nodes

and the sink. To enable effective data analysis and decision-making, sensor nodes

also require a processing unit for pre-processing the detected data and a memory

unit for storing received data. The interplay of these components, as illustrated in

Figure 1.2, enables the successful operation of WSNs and facilitates the collection

and dissemination of valuable information.

Figure 1.2: Sensor Node

1.2.1 Sensing Unit

This entity is responsible for collecting data from its surrounding environment.

They respond to a physical stimulus such as temperature, pressure, humidity, etc.

through a signal and response mechanism. Sensor nodes are often classified into

two types based on their operating principle: active sensor nodes and passive

sensor nodes.[6].

Passive sensor nodes rely on the natural energy emitted by the source for their

operation; they observe the target of interest using the energy/signals emitted by
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the source. They do not generate their own signal and instead rely on the signal

from the source to detect them. Active sensors contrast with passive sensors

in that they actively emit signals towards the target of interest for detection,

generating their own echo signals. This active approach require a dedicated power

source, making active sensors more power-intensive compared to passive ones. As

a result, active sensor systems tend to consume more power, emphasizing the need

for efficient power management strategies in order to prolong their operational

lifespan.

The area around the sensor node in which it can detect any event that occurs

is called sensing region. So, the range of a sensor node is the maximum distance

between the node and the place where the target event can be found in the sensing

area.

1.2.2 Processing Unit

A central processing unit is an essential component of any sensor node; it is re-

sponsible for all computational and regulatory operations within the sensor node.

The capabilities of a processing unit have a significant impact on a node’s en-

ergy consumption and computational capacity. A microcontroller and associated

peripherals such as memory, analog-to-digital converters (ADCs), and interfaces

form a complete processing unit [7]. Several companies produce microcontrollers

for low-power systems such as sensor networks, there are usually three types of

microcontrollers that are widely used in wireless sensor networks. They are Mi-

crochips (PIC Microcontrollers), the AVR series and the MSP430 series. Feature

comparison of a few widely used processing units are given in the table 1.1.

1.2.3 Memory Unit

A memory unit is a type of storage device that is used to store data collected

by the sensors or other information that is needed for the operation of the node.

Since the sensor node is an energy constraint device, it is important to optimize
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Table 1.1: Comparative analysis of sensor nodes

Parts/Sensor Mica Telos/Tmote Enocean iMote2

Processing

Unit

ATMega128

(AVR Series)

TiMSP430F149

(MSP430 Serires)

PIC18F452

(PIC Micro

Controllers)

Inter PXA271

Manufacturer ATMEL Texas Instruments Microchip Intel

Processing

Speed
4MHz 8MHz 40MHz

13MHz

to 400MHz

Memory 128KB
69KB Flash,

2Kb RAM

32Kb Flash,

1.5 Kb RAM

32MB Flash,

32MB SDRAM

Power 2.7V -5.5 V 2.1V-5.5V 2V - 5.5V 3.2 V-4.5V

Interfaces UART GPIO,UART
UART,SPI,

1 2C

3xUART,2xSPI

I2C,SDIO

Bus/Bit 8 bit 12 bit 8 bit 32bit

Analogue

Support
10 bit ACD 10 bit ADC 10 bit ADC Nil

its memory consumption and management. For this reason, there are three basic

types of memory used in a sensor unit in terms of energy consumption, namely an

integrated microcontroller memory, a flash memory for application program stor-

age, and a random access memory (RAM) for efficient data retrieval and storage.

[8]. The size of the memory unit may vary depending on the specific requirements

of the sensor node and the amount of data that needs to be stored.

1.2.4 Communication Unit

This unit is responsible for the communication among sensor nodes. It enables the

sensor unit to communicate control and data packets to be received and transmit-

ted to the required destination. Generally, ”communication range” refers to the

area around a sensor node in which other sensors can receive its signals. The nor-

mal simplified form of communication range representation can be a circular disk

around the node, where the radius of the disk defines the communication range as
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Figure 1.3: Disk Communication Range

show in Figure 1.3. However, there are several factors such as fading, scattering,

blockages in the communication path [9] that affect the communication range and

result in an irregular disk [10, 11] as shown in Figure.1.4. Sensor nodes and sinks

communicate using wireless channels, such as the Radio frequency (RF) channel.

The RF channel is an electromagnetic wave used to transmit signals containing

data. The most important characteristics of RF communication devices are an-

tenna size and power usage. In addition, the type of modulation, data rate, and

transmission power also affect the performance of an RF radio.

1.3 Types of Wireless Sensor Networks

In general, wireless sensor networks are very application specific and the charac-

teristics of one wireless sensor network are normally different from those of another

wireless sensor network. Therefore, they are deployed according to the applica-

tion’s requirements and needs. Some of the major types of wireless sensor networks

that are generally deployed to achieve required application goals are as follows:

• Static and Mobile Wireless Sensor Networks
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Figure 1.4: Irregular Communication Range

• Deterministic and Non-Deterministic Wireless Sensor Networks

• Single-sink and Multiple-sink Wireless Sensor Networks

• Mobile-sink and Static-sink Wireless Sensor Networks

• Homogeneous and Heterogeneous Wireless Sensor Networks

• Self-configurable and Non Self-configurable Wireless Sensor Networks

1.3.1 Static and Mobile Wireless Sensor Networks

A static wireless sensor network is a network in which the sensors and sink are fixed

in a specific location and do not move. A static WSN is suitable for applications

that require a stable and reliable connection between the sensors and the sink, and

that do not require the sink to move. Examples of static WSNs include monitoring

systems in hospitals, factories, or buildings, or environmental monitoring systems

in natural reserves or remote areas. A mobile wireless sensor network is a network

in which at least one of the sensors or the sink is equipped with mobility and

can move within the coverage area of the sensors. A mobile WSN is suitable for
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applications that require the sink to move and cover a larger area, or that require

the sink to be closer to the sensors for a better signal quality. Examples of mobile

WSNs include healthcare systems that monitor the vital signs of patients as they

move, agriculture systems that optimize the irrigation of crops based on the real-

time soil moisture and weather conditions, or security systems that detect and

prevent intrusions in perimeter fences or protected areas.

The choice between a static WSN and a mobile WSN depends on the specific

requirements and constraints of the application and the environment. A static

WSN may be more suitable for applications that require a stable and reliable

connection between the sensors and the sink, and that do not require the sensor

nodes to move around. A mobile WSN may be more suitable for applications where

one needs to monitor some moving objects, such as animals monitoring require

mobile sensor nodes. Static sensor nodes are simple, energy-efficient, and easy to

manage. Whereas mobile sensor networks are complex and difficult to manage,

due to their variable topology, which changes over time, making it difficult for the

routing protocol to perform efficient communication of data to the sink.

1.3.2 Deterministic and non-Deterministic Wireless Sen-

sor Networks

The deployment of deterministic and non-deterministic wireless sensor networks

may differ depending on the specific requirements and constraints of the applica-

tion. In the case of a deterministic wireless sensor network, the deployment may

involve carefully planning the placement and configuration of the nodes in the net-

work to ensure that the network behaves in a predictable and reliable manner. This

may involve considering factors such as the coverage area, the transmission range

of the nodes, and the power consumption of the nodes. Wireless sensor networks

are generally deployed in an unattended harsh environment, thus a determinis-

tic deployment of sensor nodes is very difficult to perform, where the location of
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the sensor nodes is identified and fixed. Although pre-planned deterministic wire-

less sensor networks are very efficient and cost-effective. In general, a very limited

application have the privilege of performing deterministic sensor node deployment.

On the other hand, non-deterministic wireless sensor where the location of the

wireless sensor nodes is not pre-calculated and fixed, rather the sensor nodes are

randomly deployed in the area of interest with certain density. Although, these

kinds of networks are easy to deploy and usually work in most of the situations, but

they do not provide a cost-effective solution. They mostly suffer from connectivity

and coverage issues and require complex control system.

1.3.3 Single-sink and Multiple-sink Wireless Sensor Net-

works

A single sink wireless sensor network is a WSN in which all the sensors transmit

their data to a single central sink, which is responsible for collecting, storing, and

processing the data. A single sink WSN is suitable for applications that do not

have stringent requirements for data collection and processing, and that do not

need to support a large number of sensors or a large volume of data. A single sink

WSN is also simpler and easier to design, deploy, and maintain, as it only requires

a single sink and a single communication protocol.

A multiple sink wireless sensor network is a network in which the sensors transmit

their data to multiple sinks, which are distributed throughout the coverage area of

the sensors. A multiple sink WSN is suitable for applications that have stringent

requirements for data collection and processing, and that need to support a large

number of sensors or a large volume of data. A multiple sink WSN is also more

reliable and resilient, as it can recover from the loss of a sink or from a partition

in the network without disrupting the entire network. It also has less overhead

and latency, as the sensors can transmit their data to the nearest sink, which may

reduce the traffic and the energy consumption of the network [12]. It also has
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better scalability, as it can support a larger number of sensors or a larger volume

of data without sacrificing the performance or the reliability of the network.

1.3.4 Static-sink andMobile-sinkWireless sensor Networks

A static sink is a sink that is fixed in a specific location and does not move. It is

typically connected to a central node or a cloud server through a wired or wireless

connection, and it receives the data transmitted by the sensors through the wireless

communication network. A static sink is suitable for applications that require a

stable and reliable connection between the sensors and the sink, and that do not

require the sink to move.

A mobile sink refers to a sink node that possesses mobility capabilities, enabling it

to traverse the coverage area of the sensors. This mobile sink can be transported by

a person, an animal, a vehicle, or a drone, and it is designed to collect data from the

sensors while in motion. Mobile sinks are particularly advantageous in applications

where the sink needs to cover a larger area or be in closer proximity to the sensors,

thereby enhancing the quality of signal reception. By leveraging the mobility of

the sink, data collection can be more efficient and cater to specific requirements

that necessitate dynamic coverage or improved signal quality. Both static and

mobile sinks offer unique advantages and face distinct limitations. A static sink

provides stability and reliability, unaffected by the mobility and connectivity issues

that can arise with a mobile sink. However, a static sink is confined to a fixed

location and may struggle to reach or cover all sensors in expansive or intricate

environments.

On the other hand, a mobile sink exhibits greater flexibility and adaptability. Its

ability to move allows it to cover a wider area and access sensors that may be

challenging or inaccessible for a static sink. This mobility is particularly beneficial

in applications requiring comprehensive coverage or closer proximity to sensors for

optimal signal quality. Overall, the choice between a static or mobile sink depends

on the specific requirements of the application. Considerations such as coverage
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area, accessibility of sensors, stability, and susceptibility to interference need to be

evaluated to determine the most suitable sink configuration for a given scenario.

1.3.5 Homogeneous and Heterogeneous Wireless Sensor

Networks

In a homogeneous wireless sensor network, all the sensors use the same commu-

nication protocol and have similar capabilities, such as range, bandwidth, power

consumption, and processing power. However, homogeneous WSNs also have some

limitations. They may not be able to support the diverse requirements and con-

straints of different applications and environments. They may also be less flexible

and adaptable, as they may not be able to accommodate the specific needs and

preferences of different users and stakeholders. heterogeneous WSNs have more

flexibility and adaptability, as they can use a variety of communication protocols

and sensors to meet the specific needs and constraints of different applications and

environments. They can also leverage the strengths and capabilities of different

protocols and sensors to optimize the performance and reliability of the network.

However, heterogeneous WSNs also have more complexity and overhead, as they

require more coordination and integration between different protocols and sensors,

and they may have more interoperability and compatibility issues.

1.3.6 Self-configurable and Non Self-configurable Wireless

Sensor Networks

In a wireless sensor network, the term ”self-configurability” refers to the ability of

the network to automatically and dynamically configure itself without the need for

manual intervention. A self-configurable WSN is a WSN that can adapt and opti-

mize itself based on the changing conditions and requirements of the environment

and the application. A non self-configurable WSN is a WSN that requires manual

configuration and maintenance, and that does not have the ability to adapt to

changing conditions or requirements.
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The choice between a self-configurable WSN and a non self-configurable WSN

depends on the specific requirements and constraints of the application and the

environment. A self-configurable WSN may be more suitable for applications that

require a flexible and adaptable network that can adjust its configuration and

operation based on the changing conditions and requirements of the environment

and the application. A non self-configurable WSN may be more suitable for ap-

plications that require a simpler and more stable network which does not need to

adapt to changing conditions or requirements.

1.4 Network Architecture

Wireless sensor networks generally follow the OSI architectural model. This

paradigm consists of application, transport, network, data link, and physical lay-

ers. In addition, there are three components of cross-layer management: power

management, mobility management, and task management. These cross-layer

components monitor the network and perform various sensor management tasks

to ensure that all sensor nodes can communicate efficiently with one another and

that network performance is optimized. As discussed earlier, the main purpose

of any wireless sensor network is to monitor its surrounding for certain events or

phenomenons, collect the required information and transmit this information to

the sink node for further processing. There are two major type of architecture

which normally used for such kind of communication.

1.4.1 Single-Hop Sensor Network Architecture

A single-hop wireless sensor network is a type of wireless network in which all the

sensor nodes in the network are within a single hop of each other, meaning that

they are all within range of each other and can communicate directly without the

need for intermediate nodes to relay the messages. In a typical one hop sensor

network architecture, the sensor nodes are directly connected to the sink node,
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Figure 1.5: Single-Hop Wireless Sensor Network

Figure 1.5. Any sense data over the sensor node is directly communicated to the

sink node and vise versa, the sink node sends commands to the sensor node directly

to perform certain tasks.

Single-hop wireless sensor networks are typically used in situations where the nodes

are all within a relatively small area, such as a building or a small outdoor area.

They are often used for applications such as building automation, environmental

monitoring, and industrial process control.
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The advantages of single-hop wireless sensor networks include low latency, low

power consumption, and simplicity of deployment and maintenance. However,

they are limited in their coverage area and may not be suitable for larger or more

complex environments.

1.4.2 Multi-hop Sensor Network Architecture

This is the most widely used sensor network architecture because of its scalability.

All the sensor nodes are not directly connected to the sink node through a single

hop, but rather work in coordination to communicate their sense data to the sink

node via multiple hops, such that one or more intermediate nodes are utilized to

reach out to the sink node. Multi-hop wireless sensor networks are often used in

larger or more complex environments where it is not possible or practical to have all

the nodes within range of each other. They can be used to cover a wider area, such

as an entire campus or a large outdoor area, and can be used for applications such

as environmental monitoring, industrial process control, and military operations.

The advantages of multi-hop wireless sensor networks include the ability to cover

a larger area and to support a larger number of nodes. However, they may have

higher latency and higher power consumption than single hop networks, and they

may be more complex to deploy and maintain.

The multi-hop sensor network is generally implemented in two different ways.

1. Flat network architecture.

2. Hierarchical network architecture.

• Flat Network Architecture :

A flat wireless sensor network is a type of multi-hop wireless sensor network

in which all the sensor nodes are considered to be on the same level and can

communicate with each other directly, such that each node plays an equal

role and has no priority. Each node is autonomous and able to transmit
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Figure 1.6: Multi-Hop Wireless Sensor Networks

information as needed and create its own routing tables. Each node in the

network can route any message as needed. In a flat design, each sensor node

has the same capabilities. Each sensor node is connected to the sink via a

multi-hop path, with peer nodes acting as relays. The network with a stan-

dard flat topology is shown in Figure 1.6(a) Flat wireless sensor networks

are relatively simple to deploy and maintain, as there is no need to estab-

lish a hierarchical structure or designate specific nodes as intermediaries.

However, they may have limited scalability and may be prone to congestion

as the number of nodes increases. Flat wireless sensor networks are often

used in applications where simplicity and low cost are more important than

scalability or robustness, such as building automation, environmental mon-

itoring, and industrial process control. They may be suitable for small to

medium-sized networks in which all the nodes are within range of each other.

• Hierarchical Network Architecture:

A hierarchical wireless sensor network is a type of multi-hop wireless sensor

network in which the sensor nodes are organized into a tree or other hier-

archical structure, with some nodes acting as intermediate relays for other

nodes. This is in contrast to a flat wireless sensor network, in which all the
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nodes are considered to be on the same level and can communicate with each

other directly, In a hierarchical architecture, sensor nodes have varying de-

grees of responsibility depending on their resources. Not all nodes have the

same rights and resources. For example, sensor nodes are grouped into clus-

ters across a hierarchical network, with cluster members transmitting data to

the cluster head, which in turn transmits it to the sink. A low-energy node

is used for sensing and transmitting the sensed information to the cluster

head over a short distance, whereas a higher-energy node is used for process-

ing the data from its cluster members and transmitting the processed data

to the gateway network, as shown in Figure 1.6(b). Hierarchical wireless

sensor networks can improve scalability and reduce congestion compared to

flat networks, as they allow some of the nodes to act as intermediaries for

other nodes. This can help to distribute the workload more evenly and to

reduce the number of direct communication links that are needed. However,

hierarchical wireless sensor networks may require more complex deployment

and maintenance, as it is necessary to establish the hierarchical structure

and designate specific nodes as intermediaries. They may also be less flex-

ible than flat networks, as changes to the network may require changes to

the hierarchical structure.

Hierarchical wireless sensor networks are frequently employed in expansive

or intricate environments where scalability and robustness are crucial, such

as military operations, disaster response scenarios, and industrial process

control systems. These hierarchical networks prove particularly suitable for

medium to large-sized networks, where not all nodes are within direct range

of each other. Consequently, in the case of large-scale networks, hierarchical

wireless sensor networks are often preferred due to their ability to efficiently

manage communication and data flow across different tiers or levels of the

network hierarchy.



Introduction 18

1.5 Applications of Wireless Sensor Networks

Wireless sensor nodes are commonly used in many applications that are an im-

portant part of the control, management, and in many other applications. Here

we are going to discuss some applications of WSN in our daily life.

1.5.1 Industrial Applications

In industrial work, where the heavy work is done through robots. They are con-

trolled by the sensors. The sensors are deployed in the industrial environment

to track any problems. Sensors are used in automatic control systems which can

sense and report temperature, pressure, output results, and system continuity.

• Auto Mobiles:

In this age the automobiles are fully controlled by the sensors, VANET

(vehicular Adhoc Network) works on the sensor deployed on the automobiles.

These sensors intercommunicate with each other and exchange information

about the road position, traffics load, about any accident. In Automobile

sensors deployment, research is making progress. The driverless car is also

a good example of the use of sensors in automobiles.

• Aircraft Control:

In the Aircraft and Aeroplanes, a sensor networks are used to control and

sense critical aircraft systems. Sensors in the aircraft sense the fire, tem-

perature, air pressure, direction, etc. Many sensors are deployed inside and

outside of the airplane to collect real-time information. The autopilot aero

plan system works with the help of these sensor nodes, which are controlled

by remote stations.

• Fire Zone:

A wireless sensor network can help detect unwanted fires before they can

cause damage. For example, fire detection systems are installed in buildings,
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factories, and natural habitats to provide early warning and take appropriate

action to prevent further damage. We can use such sensor networks to

monitor places to which humans do not have direct access.

• MIDI Sensor:

We can also observe the use of wireless sensor networks in the music industry.

A special kind of MIDI sensors are attached to the musician’s arms and body

to form a sensor network. The musical instruments are controlled by the

movement of a sensor along with the movement of the musician’s body.

• Engineering:

The use of wireless sensor network in engineering work is very common. Sen-

sor networks are used in Mechanical, civil, electrical, and many other fields

of engineering. They are used to calculate the weights, pressure etc. They

are also used to monitor any changes. There could be a lot of applications

of the sensor network in engineering work.

1.5.2 Environmental Sensing Applications

Wireless sensor networks (WSNs) find significant application in various environ-

mental monitoring scenarios, including habitat monitoring, weather observation,

crop and livestock condition monitoring, flood detection, and water management.

These applications leverage the capabilities of WSNs to collect real-time data, fa-

cilitate decision-making processes, and enhance environmental sustainability and

resource management practices.

• Geographical Application:

Wireless sensor networks are used to locate the geographical location. such

as sensor nodes equipped with GPS systems can be utilized to find location

, position, dimension of any required object with in the range. Furthermore

geographical surveys can be conducted through equipment’s comprises of

sensor nodes.
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• Disaster Management:

Gyro sensors, Fire sensors, and many other sensors can save from any massive

destruction. Gyro sensors can inform about the earth quacks. the sensor

network deployed in water can indicate us about any storm.

• Flood and Water Management:

Wireless Sensor Networks have significant implications for flood and water

management. Sensors are used to monitor the water level. These sensor

networks measure the flow and level of water in real time. They are ex-

tremely beneficial for water control and are typically installed on bridges

and barrages.

• Weather Monitoring:

Weather forecasting is also an application of Wireless Sensor Networks. Sen-

sors measure the air pressure, air moisture, temperature, and intensity of

gases. They can measure any change in the environment.

• Habitat Monitoring: Habitat monitoring is an important application of wire-

less sensor networks used to monitor the habits and natural environment

of animals and birds. The goal is to collect accurate data on the natural

habitats of animals with minimal human interference. The sensor nodes

are deployed in the forest or on the animals to observe the original natural

wildlife. It provides researchers with a very good opportunity to observe

animal behavior in the wild.

1.5.3 Home and Office Applications

Wireless sensor networks have a wide range of potential applications in both home

and office settings, including:

• Home security:

WSNs can be used to monitor and protect homes from potential threats,

such as burglaries, fires, and floods. Sensors can be placed around the home
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to detect movements, sounds, or other signs of an intruder, and can alert the

homeowner or authorities if necessary.

• Home automation:

WSNs can be used to automate various systems in homes, such as light-

ing, heating, ventilation, and appliances. This can help to improve energy

efficiency, comfort, and convenience.

• Office security:

WSNs can be used to monitor and protect offices from potential threats,

such as burglaries, fires, and flooding. Sensors can be placed around the

office to detect movements, sounds, or other signs of an intruder, and can

alert the office staff or authorities if necessary.

• Office automation:

WSNs can be used to automate various systems in offices, such as light-

ing, heating, ventilation, and appliances. This can help to improve energy

efficiency, comfort, and convenience.

• Meeting room scheduling:

WSNs can be used to manage the scheduling of meeting rooms in office

buildings. Sensors can be placed in the meeting rooms to detect when they

are in use, and the availability of the rooms can be displayed on a central

dashboard or on a mobile app.

Overall, WSNs have the potential to improve the security, efficiency, and

convenience of both home and office settings.

1.5.4 Security Applications

Wireless Sensor Networks (WSNs) are extensively utilized in the domain of security

applications, playing a pivotal role in monitoring and control systems. These

sensor networks find application in a diverse range of security systems, enabling

effective surveillance and control.
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• Missile Technology:

Wireless sensor networks are employed in missile technology. Sensor nodes

built within missiles collaborate as a Wireless Sensor Network to find the

target, determine the missile’s orientation relative to the target, and deter-

mine the missile’s speed. Sensor networks play a key role in the evolution of

missile technology.

• Military Application:

Numerous military applications make use of wireless sensor networks. They

are used to locate the moment of troops, metal detector sensor which can

detect any metallic body even underground. This is very helpful in the

detection of hidden weapons. They give and take commands to military

troops. Automatic weapons are dependent on sensors and they can perform

an important role in any terrorist attack.

• Surveillance Application:

Wireless sensors are used for surveillance purposes. A video sensor is very

small in size and the camera is embedded in sensors that can give the footage

of its coverage area. Video sensors can be used in critical situations for

valuable information gathering.

1.5.5 Health Care Applications

Sensors are now widely used in medical applications. WSN is used to monitor

and collect data from the patient remotely. They are capable of easily measuring

blood pressure, temperature, and blood sugar levels, among other things. Some

of the potential applications in healthcare are:

• Patient monitoring:

WSNs are used to monitor the health and well-being of patients, such as by

tracking vital signs, detecting falls, and alerting caregivers. This can help to

improve patient care and reduce the burden on the healthcare system.
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• Telemedicine:

WSNs are used to facilitate remote consultations between patients and health-

care providers, such as through video conferencing or remote monitoring.

This can improve access to healthcare for patients in remote or under-served

areas.

• Clinical trials:

WSNs are to collect data from patients participating in clinical trials, such as

by monitoring their symptoms or tracking their compliance with treatment

protocols. This can help to improve the efficiency and accuracy of clinical

trials.

• Hospital operations:

WSNs are used to improve the efficiency and safety of hospital operations,

such as by monitoring equipment, tracking the movements of staff and pa-

tients, and automating various processes.

• Public health:

WSNs are used to monitor and track the spread of infectious diseases, such

as by collecting data on the movements and behaviors of individuals. This

can help to inform public health strategies and interventions.

1.5.6 Agriculture Applications

• land monitoring:

Sensors are used in Agriculture and they are also used to check the field’s

level. Small sensors are used to monitor the fields. A sensor can report

about plant health, moisture, and fertilizer needs. In advance, agriculture

equipment’s multiple sensors are deployed.

• Greenhouse Monitoring: Greenhouses are botanical gardens, where plants

are grown in a controlled climate. Wireless sensor networks are widely used

to maintain an operational greenhouse, where different kind of specialized
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sensors are used to monitor temperature, humidity, moisture detection, au-

tomatic watering of plants.

1.6 Highlighted Issues in WSNs

Wireless sensor networks consist of a large number of sensor nodes with limited

computational power and battery life. Since the lifetime of each sensor node is

unknown, the network must be autonomously constructed, as manual configura-

tion of the sensor network is impractical for many applications. In addition, the

sensor network may consist of a number of different types of nodes, highlighting

the need to consider heterogeneity. The number of sensor nodes in a network does

not remain constant during its lifetime; it may change when new sensor nodes

are added or when nodes are removed due to death. The following are the most

important aspects to consider when designing a sensor network.

1.6.1 Fault Tolerance

Fault tolerance is a critical aspect of system design, particularly in the context

of Wireless Sensor Networks (WSNs). WSNs are often deployed in demanding

and unpredictable environments, making them susceptible to node failures and

communication disruptions caused by natural events or external factors. To ensure

uninterrupted operation and data integrity, it is essential to incorporate fault

management strategies into the design of a robust wireless sensor network.

Implementing fault management strategies involves proactive measures to iden-

tify potential failure points and develop mechanisms for fault detection, isolation,

and recovery. This may include redundancy in sensor nodes, fault detection algo-

rithms, fault-tolerant routing protocols, and data replication techniques. By tak-

ing a proactive approach to address potential failures, the network can maintain

continuous operation, minimize data loss, and mitigate the impact of component

failures.
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1.6.2 Scalability

In a wireless sensor network, we generally deal with two types of scalability. The

first is hardware scalability, which refers to the number of deployed nodes, their

sensitivity, communication range, radio bandwidth, and energy consumption. The

second is software scalability, which includes scalable routing protocols, data trans-

mission capacities, processing capacities, and sensor node management. There is

a tradeoff between the increasing number of nodes deployed and the increasing

complexity of management.

1.6.3 Connectivity

As mentioned earlier, wireless sensor networks are used in a variety of industries

for monitoring and surveillance, such as medical, security, and risk assessment.

All of these applications require a means of transmitting accurate data in real

time in order to function properly. In a multi-hop wireless sensor network, nodes

are interconnected via a wireless medium, which introduces a number of inherent

problems, such as node failure, fading, high error rate, scattering, and other classic

problems with wireless media; Which affects the connectivity and wireless sensor

network unable to operate according to the application requirements.

1.6.4 Energy

Energy consumption is a critical aspect to address in wireless sensor networks,

as it directly impacts the network’s overall lifetime, which is contingent on the

longevity of individual sensor nodes. The major contributors to energy consump-

tion in WSNs are the sensing, analysis, and transmission of data to a central

repository. Consequently, effective energy management encompasses the devel-

opment of algorithms, protocols, and deployment strategies aimed at minimizing

the energy requirements in sensor nodes and ensuring the sustained operation of
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the network. By optimizing energy usage, WSNs can achieve prolonged network

lifetimes and maximize the utility of available resources.

1.6.5 Topology/Network Model

The topology of a network refers to the arrangement of sensor nodes in a given

area relative to each other. The architecture of the sensor network can be stable

for static nodes or flexible for mobile sensor nodes. Localization and relative

position of nodes are critical to coverage and connectivity in a wireless sensor

network. A changing topology can occasionally lead to network holes, which induce

disconnection and adversely affect upper layer applications.

1.6.6 Security

Another important feature of WSN is security. Data sensitive applications, such

as medical monitoring, require protection of data from forgery and eavesdrop-

ping. Being a resource-constrained network, wireless sensor networks require more

sophisticated, specialized security techniques. Protocols that incorporate cost-

effective encryption algorithms are critical.

1.6.7 Deployment

Wireless sensor networks often involve the deployment of a substantial number

of nodes in a targeted area. The seamless collaboration and coordination among

these nodes are paramount to the network’s overall efficacy. The relative positions

and locations of the sensor nodes play a pivotal role in determining the network’s

performance and functionality. As a result, meticulous planning and thoughtful

deployment strategies are essential elements in the design of wireless sensor net-

work architectures. By strategically considering the placement of sensor nodes,

the network can achieve optimal coverage, efficient data collection, and robust

communication, thereby enhancing its overall effectiveness and reliability.
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1.7 Research Objectives

The main motivation of this research is to examine the impact of node failures

on the overall connectivity of wireless sensor networks. These node failures can

result in network partitioning, causing the network to become fragmented into

multiple network partitions, and each of these isolated parts can lose connectivity

to the main part of the network where the sink resides. Therefore, identifying and

reconnecting these isolated partitions is an important aspect of wireless sensor

network functionality.

Our goal is to analyze various partition identification and re-connectivity tech-

niques available in the literature in order to develop a reliable partition identifi-

cation and re-connectivity mechanism, which can perform partition recovery with

limited use of additional resources in a timely manner with minimal delay. Thus,

to minimize data loss, provide fault tolerance in order to increase network lifetime.

In this context, we aim to investigate the innovative use of collaborative beam-

forming in homogeneous wireless sensor networks, sensor node energy visualization

alongside traditional solutions, in order to provide a viable solution to the network

partitioning problem.

1.8 Connectivity in WSN

Connectivity in is one of the most important design constraint/issue of WSN. It

has a significant impact on the QoS aspects of the network [13]. The main task

of a wireless sensor network is to fully monitor the area of interest with a min-

imum number of nodes. Therefore, optimized coverage is required. Moreover,

the information collected by the sensor nodes must need to be forwarded to the

sink, which is only possible if a valid path to the sink exists. Since the sensor

nodes are very vulnerable and are mostly deployed in remote areas, there is a

high probability that some of them will be damaged and create coverage holes.

In the WSN network, hop-by-hop communication takes place, where many nodes
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cooperate to forward information to the sink. Therefore, any damage to a node

that is on the path to the sink can cause a disconnection. One of the main causes

of node failure in a WSN is energy depletion. Energy consumption plays a signifi-

cant role in maintaining connectivity and maximizing the lifetime of the network.

The researcher addressed coverage and connectivity problems through efficient

deployment, putting sensors into sleep mode to reduce energy consumption, and

adjusting sensing range to conserve energy. Below are some of the main causes of

network connectivity interruption.

1.8.1 Causes of Network Dis-connectivity

Some of the major causes of the network dis-connectivity are as following.

• Random deployment result in uneven density over the field of interest.

• Node failure due to energy depletion.

• Bottleneck paths within the network.

• Sensor hardware issues.

• Overheating, other environmental causes which result in sensor damage.

• Terrain variation, blockages within the communication path.

• Dynamic topology in a mobile wireless sensor network.

• Routing mechanism based on shortest path matrix may result in a bottle-

neck.

1.8.2 Void Regions

A void region is defined as an area within the region of interest that is not mon-

itored by sensor nodes [14]. This type of void region is typically the result of
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inefficient deployment. The main causes of sensor node loss are the effects of de-

ployment, hardware failures, or energy depletion. Each of these phenomenons has

an impact on the overall performance of the network.

Void regions can have a negative impact on the performance and reliability of a

wireless sensor network, as they can prevent the nodes in the void region from

communicating with the rest of the network. This can lead to gaps in the data

collected by the network, which can affect the accuracy and usefulness of the data.

These network holes can also affect routing if they are located along a critical

path [15]. Moreover, these vacant regions in the network may result in network

partitioning, simply dividing the network into numerous small fragments.

There are several ways to address the void region in a wireless sensor network,

including additional node deployment, increasing the range or power of the nodes

and using mobile nodes. Furthermore, the problem of network hole/void region

are usually treated in three different ways, I.e. geometric computations, statistical

computations, and algebraic topological computations [16]. In geometric compu-

tational approaches, Voronoi diagrams are used. Similarly, in [17] the authors

presented a cluster-based hole detection by utilizing hybrid deep learning algo-

rithms.

1.8.3 Significance of Network Connectivity

Network connectivity improves healthcare operations. With the advancement of

IoT devices, connectivity is becoming increasingly important for today’s medical

gadgets. A strong wireless network connection is critical for healthcare personnel

and patients to provide consistent and appropriate care throughout the facility.

[18][19]. Healthcare personnel require consistent wireless connectivity across all

devices, all the time, whether they are transmitting patient records, contact in-

formation, test results, or doing other wireless-dependent. Security applications

rely on real-time monitoring data to detect security breaches. Any dark spot can

lead to a disaster, so connectivity and network coverage are paramount. Industrial
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applications also require reliable connectivity for real-time monitoring of critical

machinery and industrial waste.

1.9 Network Partitioning

Network partitioning is a term that refers to the division of wireless sensor networks

into numerous segments. This results in connectivity issues. There is a possibility

that some of these isolated segments will not find a valid path to the sink, so they

cannot send important sensor data. The occurrence of void regions in the network

due to node failures is a major cause of network partitioning, as these void regions

may occur at critical points along the network’s path to the sink.

1.9.1 Effects of Network Partitioning

Network partitioning has several negative consequences, including connectivity

loss, loss of critical data, reduced coverage, increased routing convergence costs,

energy depletion due to packet loss, excessive control packet overhead, and a re-

duction in overall network lifetime.

1.9.1.1 Connectivity Loss

A wireless sensor network is all about monitoring its area of interest, gathering

information, and communicating it to a central repository for further processing

and decision-making. Therefore, coverage and connectivity are the most important

aspects in the development of a wireless sensor network. The loss of connectivity

due to the failure of multiple nodes makes it impossible to transmit sensor data

to a central repository. Network partitioning is one of the major culprits for this

undesirable behavior, it leads to reduced network coverage, limited data avail-

ability, and compromised system performance, emphasizing the need for effective

strategies to address and mitigate this issue.
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1.9.1.2 Coverage Loss

As mentioned earlier, one of the main objectives of any wireless sensor network

is to monitor its environment and collect relevant data with respect to the appli-

cation requirements. Therefore, once the network is partitioned, it is more likely

that coverage of a particular area of interest will be lost. Numerous void regions

established within the network result in isolated, uncovered fragments within the

area of interest.

1.9.1.3 Routing Overhead

Routing protocols are responsible for navigating data packets within a network.

They rely primarily on the topology of the wireless sensor network to find the

most appropriate path for these data packets to reach their desired destination.

Once the sensor detects and collects the required data, it is the responsibility of

a routing protocol to find the most appropriate path to the central repository

and then navigate through the network. Therefore, any change in the topological

structure of a network due to network partitioning will trigger the alternate path

finding mechanism, which may cause control packet overhead.

1.9.1.4 Critical Data Loss

When a network becomes partitioned, the isolated fragments become disconnected

from the central repository, impeding their ability to transmit sensed data. This

can have severe consequences, particularly for data-intensive applications like med-

ical and surveillance systems, where the loss of critical data can have detrimental

effects. Furthermore, the resulting packet loss, caused by unavailable routing

paths, exacerbates the energy depletion problem in sensor nodes, further com-

promising their operational lifespan and overall network performance. Mitigating

network partitioning is crucial to ensure uninterrupted data transmission, main-

tain data integrity, and alleviate the strain on sensor node energy resources.
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1.9.1.5 Network Lifetime

The lifetime of a network depends on the efficient use of network resources to

accomplish the required task as efficiently as possible. Therefore, resource uti-

lization is critical to the lifetime of the network. Once a partition occurs in the

network, error detection and recovery mechanisms such as routing convergence,

packet rescheduling, and control packet overhead often occur, leading to increased

resource utilization and ultimately contributing to accelerated energy depletion of

sensor nodes.

Since a wireless sensor node’s transceiver consumes a lot of energy when sending

and receiving data packets; therefore, packets that do not reach their intended

destination are vulnerable to sensor nodes with limited energy. The overall life

expectancy of the network depends on the number of active, functioning sensor

nodes. Each prolonged node failure eventually reduces the efficiency and lifetime

of the network.

1.9.1.6 Restoration Cost

Sensor network restoration is an expensive task, specifically while dealing with a

hostile environment. To recover from a network partitioning, we need to restore

coverage over the faulty void region. This is usually done by deploying new nodes

or rearranging the existing sensor nodes so that the partitioned network can be

reconnected with minimal network rearrangement and coverage loss. Real-time

data centric applications suffers more in such situation.

In light of these challenges, it becomes essential for an efficient wireless network to

possess the capability to either prevent network partitioning altogether or effec-

tively overcome it when it occurs. Such a network must exhibit robustness, main-

taining continuous connectivity even in the face of potential partitioning events.

By prioritizing connectivity and implementing robust strategies for partition re-

covery, wireless sensor networks can ensure uninterrupted data flow and optimal

performance, enhancing the reliability and effectiveness of real-time applications.
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1.10 Beamforming

The connectivity among the wireless sensor nodes depends on the communication

range of sensor nodes, i.e. how far a sensor node can transmit its signal to be

detected by the neighbor node in order to relay it to the sink. Thus, a network

can be assumed highly connected if the sensor nodes are densely deployed or the

sensor nodes have a high communication range. Beamforming is a special type

of radiation pattern of an antenna that can be achieved by combining multiple

radiating elements. When we feed the same signal into multiple radiating elements

of an antenna, it results in a strong signal in a particular direction, rather than

having a spread signal in all directions from a broadcasting antenna. In this way,

a signal can be steered over a long distance [20]. This technique was first used

to improve sonars in World War 2, and since then it has been used in all types

of wireless networks and communications. Nowadays, it is also used in wireless

sensor networks and emerging 5G MIMO networks. There are two main types of

beamforming as follows.

• Localized Beamforming

• Distributed Cooperative Beamforming

1.10.1 Localized Beamforming

The localized beamforming refers to the formation of a directed energy beam

using a group of radiating elements/antennas. Each antenna that generates a

signal has a specific phase that depends on the distance between them. If we

somehow tweak the phase of the signal by introducing certain delays and make

them all identical, they will perform constructive interference and the resultant

waveform will be a powerful radiation pattern called a beam [21]. Beamforming is

based on the principle of reciprocity, i.e., we can send a high-power beam in the

desired direction to improve reliability while carefully listening in the direction of
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the transmitter to receive an amplified signal due to constructive interference and

suppress the noise of the transmitter, as shown in Figure 1.7.

Figure 1.7: Localized Beamforming

1.10.2 Distributed Cooperative Beamforming

Distributed collaborative beamforming is a special implementation of beamform-

ing in which multiple randomly placed nodes collaborate with each other to form

a virtual antenna array that performs the beamforming [22–24]. The orientation

of the antenna elements in this beamforming system is generally random because

the location of the collaborating nodes, which act as virtual antenna array el-

ements, is not localized. Each node is a self-contained entity. Therefore, each

participating sensor node antenna has its own processor and oscillator. As a re-

sult, each antenna element initially has its own unique phase, frequency, and time

reference.To perform beamforming, these randomly distributed nodes must syn-

chronize their frequency, phase, and time accordingly, as shown in Figure 1.8. In

terms of increased data rate and transmission range, a virtual distributed antenna

array formed by a cluster of sensors has some significant advantages. According to

Shannon’s formula, the beam created by an antenna array contains more radiated

energy focused at a certain direction, which improves the signal-to-noise ratio at

the destination, resulting in increased channel data rate. This virtual antenna ar-

ray also makes use of the power of multiple input-output systems (MIMO), which

results in further data rate gain. The antenna gain of an array of elements can
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Figure 1.8: Distributed Collaborative Beamforming

be several orders of magnitude greater than that of a single element. Thus, it

subsequently increases the communication range of the sensors by maintaining an

acceptable, fixed signal-to-noise ratio at the destination. The directional beam

also performs spatial filtering, which reduces signal interference from adjacent

signals. In addition, the ability to select the number of sensor nodes as array

elements to perform cooperative beamforming allows us to customize the antenna

gain/communication range enhancement based on our requirements. This control

over antenna elements enables us to performed energy efficient beamforming. Col-

laborative beamforming using a cluster of randomly distributed sensor nodes is

distinct from conventional beamforming with respect antenna array elements, as

illustrated in Table 1.2. There are three primary considerations when designing an

antenna array system for beamforming. 1. Antenna element count; 2. Antenna

element position. 3: synchronization of the array elements’ phases. In conven-

tional beamforming, the number and position of the antenna elements are fixed

and known in advance; a dedicated central DSP processor handles synchronization

and beamforming coordination in order to construct the ideal beam in the desired

direction. On the other hand, identifying the sensor nodes that will participate

in collaborative beamforming is a distributed by nature, and their positions are

random. Additionally, the number of participating nodes varies, and we will need

to deal with signal synchronization. Therefore, these variations make distributed
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Table 1.2: Virtual Antenna Array VS Localized Antenna Array

Description Virtual Antenna
Array

Localized An-
tenna Array

Array establishment Distributed Localized

Beamforming Coordination Distributed Localized

Number of Elements Random Fixed

Element Position Random Fixed

Element Position Error High Probability low Probability

beamforming with sensor clusters is a more challenging task as compared to tradi-

tional arrays, but the benefits of a higher signal-to-noise ratio and range extension

gains from beamforming are significant.

1.11 Wireless Network Visualization

A visualization of a wireless network can be utilized to detect and prevent network

anomalies such as network partitioning, void regions caused by coverage holes, se-

curity wormholes etc. A visualization application is typically used to determine

and manage the state of a wireless network. The visualization software receives

data from wireless devices in a wireless network, plot each wireless device in 2D

space, and creates a visualization that displays the data from the wireless devices

and the network. To manage the network, wireless devices are selected on the vi-

sualization application screen, and control activities are performed. Visualization

of connections, traffic, and information about wireless devices are the three most

typical visualization functions in a visualization application. Most visualization

programs implement only a subset of these functions, depending on their purpose.

A general depiction of a typical network visualization can be seen in Figure 1.9

Information visualization is a technique that has been utilized for a long time

to graphically depict information in a clear and effective manner [25]. In order

to extract information, the fundamental objective of visualization is to generate
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Figure 1.9: Wireless Sensor Network Visualization

interactive visual representations of data that leverage human perceptual and cog-

nitive problem-solving abilities. This is why a rising number of academics support

the role of visualization as a new data mining tool, often known as visual data

mining [26] capable of resolving complicated issues. Information visualization has

been utilized in a variety of industries, such as, for network data visualization.

Network traffic visualization is likely one of the first steps to take when it comes

to comprehending, evaluating, and locating pertinent information among a net-

work’s massive volumes of data. Numerous visualization strategies (scatter plots,

color maps, various types of graphs, etc.) have been offered by researchers to assist

network analysts with this task [27]. Several network visualization tools for graph-

ically monitoring real-world or simulated sensor network deployments have been

presented in the field of WSNs. Existing tools, such as the Surge [28], MoteView

, Octopus, Spyglass and the Sensor Network Analyzer (for ZigBee-based WSNs),

display network activity between sensor nodes and provide users with real-time

information about the network topology and the collected sensory data to enable

real-time debugging of the deployed sensor network. In addition, these tools in-

clude a variety of visualization features that make it simple to discover packets of

interest and monitor the network’s health and performance. Visualization can also

be useful for studying and comprehending network simulations. Several network

simulators suited for WSNs (TOSSIM,OPNET,NS-2, and QualNet ) have begun

to use visual representations of the network topology layout and packet level an-

imation. Typically, these simulators generate enormous files comprising network
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traffic statistics, sensor readings, radio links, and topology layout information,

which simplifies the user’s network research process.

1.12 Thesis Organization

The rest of the thesis report is organized as follows: in Chapter 2, the state-of-

the-art related to WSN is discussed, including WSN deployment, network par-

titioning, beam formation, and network re-connectivity techniques. Some open

research issues are also discussed in this chapter. The focus is given on the dif-

ferent techniques proposed to identify network partitioning and mechanisms to

reconnect isolated partitions to the main part of the network. Chapter 3 focuses

on the identification of partitions in a randomly deployed wireless sensor network.

In Chapter 4, a collaborative beamforming mechanism for partition detection and

establishing connectivity is proposed. In Chapter 5, a method for visualizing sen-

sor node energy information is proposed to facilitate the network manager finding

vulnerable sensor nodes and replacing them with additional relay nodes to ensure

connectivity and avoid network partitioning. In the end, Chapter 6 concludes the

thesis and discusses future directions for the extension of the proposed theory.



Chapter 2

Literature Survey, Gap Analysis

and Problem Formulation

2.1 Related Work

Wireless sensor networks face a variety of challenges in order to achieve the objec-

tives for which they are designed. This is particularly true when a single sensor

node or a collection of sensor nodes fail, due to which a part of the network is

disconnected. The aforementioned subject has been widely investigated in recent

years and is of the utmost importance. When sensor nodes are deployed in a

harsh and hostile environment, such as a battlefield, enemy territory, or an area

inaccessible to humans, such as deep waterways or volcanic mountains, this prob-

lem becomes much more significant and difficult to control. Numerous approaches

have been developed in response to this issue. Generally, the researchers handled

the topic in two stages.

• Identifying void regions created by node failure, in which the sensor network

loses coverage and acts as a network hole, which is believed to be a main

source of Network disconnection/Network partitioning.

39
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• Determining the optimal method for resuming coverage over that vacant area

in order to prevent network partitioning and eventually restore connectivity.

In general, sensor nodes are randomly dispersed in uncontrolled regions by airborne

deployment. This deployment method may result in an uneven and unsupervised

placement of sensor nodes inside the Area of interest. Maintaining sensor net-

work connection and coverage is critical for achieving the WSN’s objectives. We

arranged our review of the literature into three sections, namely:

1: Network Partitioning 2: Conventional Re-connectivity Solutions 3: Collabora-

tive Beamforming in Wireless Sensor Networks

2.1.1 Network Partitioning

Network connectivity is one of the main design goals of wireless sensor networks.

The sole purpose of the sensor nodes deployed in the area of interest is to sense

the surrounding environment according to the application requirements and com-

municate the sensed data to some central repository for further processing and

decision-making. Optimized connectivity plays an important role in network effi-

ciency and lifetime. The loss of connectivity caused by the failure of the sensor

nodes on a large-scale has a significant impact on system performance, as it causes

additional overhead or, in extreme cases, leads to the complete collapse of the ac-

tive network.

As discussed earlier in chapter 1, the wireless sensor network generally follows the

hop-by-hop communication pattern, i.e., all the nodes work in collaboration with

each other to relay information to the sink. Therefore, large-scale nodes’ failure

leads to connectivity issues [29]. The communication/routing holes created in the

network cause the active network to split into many isolated subnetworks/parti-

tions [30]. The network partitioning was first highlighted as a potential threat

to any deployed wireless sensor network in [31] by Chong et al in 2003, while

discussing the evolution of WSN. The authors realized that the main part of the

network always needs a connection with the disconnected clusters of the network,
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which are deprived of communication due to the unavailability of an active path to

the sink located in the main part of the network. They suggested that appropriate

schemes should be developed to deal with the network partitioning problem. In

[32], the authors presented the idea of self-configuring network topologies for a

wireless sensor network, focusing on the importance of network partitioning. In

one of the earlier works on partition detection, Kleingbeg et al. in [33] proposed

the idea of deploying special sensor nodes, called agents, at different locations in

the network. These agents exchange control messages with each other to check the

network connectivity and liveness. If the number of control messages falls below

a certain threshold, it is assumed that a cut in the network has occurred. Simi-

larly, in [34], the authors extended the work of [33] by proposing sentinel nodes,

a counterpart to agents, to detect network partitions. They consider only linear

cuts. The cut identification was only possible at the sink node. It was a central-

ized technique that required complete information about the network topology.

Ritter et al. In [35], proposed a reactive partition detection algorithm. They

used border nodes to identify a partition. In this technique, an alive message

is propagated into the network and awaited for its response. The nodes on the

boundaries that do not receive alive messages within a certain threshold time are

assumed to be partitioned. In [36][37], the authors propose a distributed state-

based algorithm for detecting cuts in the network. In this method, each node in

the network contains state information about its neighbors. A positive state value

of the node indicates that the node is connected to the sink through its neighbor

nodes, while a state value of zero means that the connection to the sink node is

broken. Ranga et al [38] investigate the identification and recovery of partitioned

WSANs. The approach proposed, Distributed Partition Detection and Recovery

Using Unmanned Aerial Vehicles, is divided into three phases: initialization, op-

eration and detection, and recovery. By performing distributed failure detection

and sending only crucial update messages to the sink node, the strategy is aimed

to minimize computation and message overhead on the sink node. The first phase

identified cut vertex nodes via the first hop message exchange and sent this list

to the sink node. When a cut vertex node fails, the sink assumes a partition has
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occurred and initiates the recovery procedure. Korien and Bayoumi researched

the detection of holes in wireless sensor networks, which is the main reason for

network partitioning [39]. They created a technique for finding wireless sensor

holes called Wireless sensor Hole Detection (WHD). They divided the region of

interest into numerous grids, chose a few reference sensor nodes within each grid,

then used triangulation to find network holes by connecting the selected sensor

nodes with cell edge points. The vacant zone within each grid that is not covered

by any sensor node is referred to as a coverage hole in a network. A proactive

partition detecting mechanism is proposed in [40]. The hop count-based cut de-

tection algorithm calculates the minimum hop count and link cost of each node

to the sink node using the information embedded in the Hello packet. In [41], the

author proposed a sleep scheduling based energy conservation technique to pre-

vent network partitioning. To conserve energy and prolong network lifetime, this

technique uses a tree mechanism. The high energy nodes are placed as root branch

nodes with actively participate in communication, while the low energy nodes are

set as leaf nodes and can put to sleep to conserve energy. The Coverage-aware

and Connectivity Constrained Actor Positioning (C2AP) algorithm is introduced

in [42]. The authors of this approach talked about nodes after they were deployed.

Due to the lack of a definite distance being specified and the potential loss of

connectivity, isolation of one or more nodes may happen with this strategy. When

a network node fails, this method offers no recovery strategy. In [43] the authers

proposed an energy-aware algorithm for coverage and connectivity of sensor nodes

to by deploying multiple set of redundant sensor nodes to maximize the coverage.

The algorithm addresses the challenge of ensuring connectivity and coverage max-

imization while considering energy constraints in the network. It relies on multiple

cover sets of sensor nodes to maintain connectivity among the sensor nodes.

Furthermore, few of the researchers also taken into consideration the environmen-

tal factors to achieve realistic scenarios for sensor node deployment and minimize

the coverage problems. Akbarzadeh et al [44] first time introduced the importance

of environmental factors in wireless sensor network deployment optimizations.They

used evolutionary algorithms to evaluate the optimized coverage of the sensor
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nodes by taking into account the environmental effects. The proposed scheme

only relies on sensor vision, i.e. line of sight coverage. In [45] the authors pro-

posed a probabilistic sensing model. By integrating the terrain information, they

tried to achieve the maximum coverage probability. Functions for sensing range

and sensing angle were derived. The model is then tested with different optimiza-

tion schemes. In [46], a voronoi based optimization technique has been proposed

for sensor deployment by incorporating real world environment. A computational

geometry based solution was provided, The authors used Voronoi diagrams and

Delaunay triangulation to determine the coverage range of a sensor. Similarly, in

[47] the impact of spatial data quality has been investigated by analyzing spatial

3D city models.The authors discussed the accuracy and validity issues related to

collection and construction of special data. Furthermore, the impact of 3D data

quality on the concept of veiwshed and line of sight has been discussed. In [48]

the authors used genetic algorithm to solve the complexities generated through

incorporating environmental factors. They proposed a parsing crossover method

to cope with terrain irregularities to optimize sensor deployment.

2.1.2 Traditional Re-connectivity Solutions

Partition reconnection deals with the techniques for reconnecting the detected dis-

connected partitions containing alive sensor nodes to the main part of the network,

still connected to the sink node. Thus, network connectivity is one of the major

design issue of wireless sensor network.

There are certain strategies to heal the network partitioning through node re-

deployment and node relocation. We can categorize partition recovery techniques

into three major categories.

• Redeployment based solutions

• Mobility based solutions

• Adjustable Transmit Power based solutions
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2.1.2.1 Redeployment Based Solutions

Redeployment-based partition recovery solutions aim to address the issue of net-

work partitions in wireless sensor networks (WSNs) by strategically repositioning

or redeploying sensor nodes to restore network connectivity and communication.

These solutions involve algorithms and mechanisms to detect network partitions,

identify critical nodes for redeployment, and determine optimal locations for their

relocation. Following are some notable redeployment based solutions. In [49]

Ranga et al. proposes UAV-BITS as an innovative approach for detecting and

recovering network partitions in damaged sensor networks. The solution leverages

multiple UAVs and employs Connected Component Sets (CCS) created iteratively

to identify partitions, while also establishing fault-tolerant paths between parti-

tions among the closest border nodes. They two-vertex disjoint paths between

the network partitions. They aim to provide a reliable connectivity through op-

timized number of additional nodes with limited UAV mobility. Wang et al. [50]

presents a redeployment mechanism by finding out the most vulnerable cluster sets

where redeployment will contribute to prolonging the network lifetime and opti-

mize network connectivity. In their proposed technique, they take into account

two new parameters which were not directly used in the previous techniques, i.e.

probability of event occurrence in the cluster and the routing mechanism to be

used to propagate those events to sink. They proposed heuristic algorithms and

use expectation based prediction approach to solve the redeployment problem.

In [51], the RSM(Response Surface Methodology) with desirability functions has

been evaluated for optimization of WSN deployments. The authors used case

studies for evaluating their approach. In another work, Ko et al. [52] focus on

macroscopic aspect of network and argues that it is better to exhaust individ-

ual node to achieve the better overall connectivity of the network. The authors

propose two algorithms, one for optimum density distribution and other for con-

volution. Bhatt et al. [53] used the Markov process to find out the probability

of node redeployment and applied stochastic processes for recovering the holes

in the network. A face topology-based WSN coverage and connectivity restora-

tion strategy is presented in [54]. In the event that a crucial node fails, they



Literature Survey, Gap Analysis and Problem Formulation 45

use extra redundant nodes to ensure network connectivity. This method requires

more redundant nodes in exchange for fault tolerance. In [55, 56], the authors

address the network partitioning problem through additional relay node deploy-

ment. In their research, the focus is on finding the optimal number of relay nodes

and identifying the suitable location for these additional relay nodes to be placed.

similarly, in [57], the partitioning problem is also addressed through efficient re-

deployment of additional relay nodes using concentric format points. In [58], two

fault-tolerant algorithms were proposed to restore connectivity through additional

relay node deployment. The proposed algorithms utilize minimum convex hull to

obtain several other nodes to be used along with their respective deployment posi-

tion to achieve network connectivity. A partition recovery scheme using centroids

is proposed in [59]. Centroids are used utilized to design a route for relay node

deployment. A network holes detection and healing solution is proposed in [60]

through powerful and costly relay nodes. In [61], the authors present an anomaly

detection system based upon isolation principle. To maintain connectivity and

ensure data reliability, they consider the spatial correlation among neighboring

sensors to detect node/s isolation. [62] Proposed a similar iterative algorithm to

solve the connectivity problem. They used combinational optimization in their

proposed approach.

In the above-discussed approaches, static node redeployment was the focus of

research. In this regard, the main focus of the researchers was to identify three

basic parameters. 1) when to redeploy the additional nodes. 2) the number of

required sensor nodes. 3) location calculation for the redeployment of other nodes

to overcome the network partitioning.

The major disadvantage of these approaches is the requirement for additional

resources to address network partitioning poses a significant drawback to these

approaches. The allocation of extra resources not only increases the cost and

complexity of the system, but also introduces potential delays in restoring network

connectivity. As a result, the time-consuming nature of node redeployment renders

these approaches ill-suited for time-critical data applications where prompt and

uninterrupted data transmission is paramount.
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2.1.2.2 Mobility Based Solutions

Contrary to the redeployment based solution, some researches investigated node

mobility for network restoration. To improve network performance and make sure

it stays connected, sensor nodes can be moved around dynamically while the net-

work is running to fill in gaps left by nodes that fail. For example, several sensor

nodes near the sink may stop working because they are on active paths most of

the time and consume a lot of energy in relaying messages to the sink. One way to

solve this problem would be to move some redundant sensor nodes from another

nearby area to replace these dead sensor nodes. Thus, replacing or reinforcing sen-

sor nodes in highly active regions of the network with movable redundant sensor

nodes can improve the overall connectivity and performance of the network. Most

of these techniques are reactive in nature, i.e., they attempt to relocate nodes

when a failure occurs in order to restore connectivity However, the accuracy of

these techniques is dependent on the location of the void region created by the

failed node, such as how far and how frequently the mobile nodes must move

to reach the target area because each movement consumes a significant amount

of energy. Numerous on-demand relocation techniques have been mentioned in

the literature as follows. The authors of [63] proposed a distributed method for

re-establishing network connectivity. The strategy makes use of mobile nodes to

deal with network dis-connectivity caused due to failed nodes. It utilizes multiple

sensor nodes to resume connectivity involving many cascade motions. which may

lead to aggressive energy loss in many nodes. Similarly, in [64] a cascading relo-

cation of nodes is proposed to recover connectivity in case of failed nodes. This

method involves replacing the failed node with its neighbor, which then replaces

by another node if its relocation caused coverage problem. Thus, this process

continues until the network is completely healed. This method uses an excessive

number of cascade movements, which results in a lot of movement overhead in

the network, which consumes allot energy. It relies on redundant nodes in the

network. The authors in [65] presented a Recovery by Invert Motion technique

(RIM). In this technique, the recovery nodes moves inward toward the fail node to

recover connectivity. The proposed technique relies on neighborhood information.
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such that, as a result of the absence of the HEART BEAT message, neighbors

will become aware of the node failure, and thus they will move toward the failed

node in order to restore network connectivity. When there is a high node density,

RIM struggles since it has a tendency to shift numerous nearby nodes, hence ex-

tending the overall distance covered by multiple nodes, which ultimately results

into extra network overhead. PADRA, a Partition Detection and Recovery Al-

gorithm proposed in [66] relies on the identification of cut-vertex nodes to detect

network partitioning. Each cut-vertex node is assigned the appropriate neighbor

to manage its failure. Thus, pre-failure, connectivity and coverage are recovered

in this manner. All the nearby nodes involved in the restoration of connectivity

must be moved. It results in similar neighbors moving in cascades. Due to the

cascade movement of everyone involved in the connectivity restoration process,

PADRA utilizes more energy. furthermore, the network coverage is not taken into

account. In [67] authors proposed a technique called Volunteer-instigated Connec-

tion Restoration (VCR), which is used to restore the network’s connectivity. The

failed actor node’s close neighbors participate in this process. Nearness is used as

the selection criterion for the nearby nodes, and cascaded movement is considered.

VCR cannot ensure a reduction in cascaded movement in a dynamic environment.

The VCR does not consider energy level of the recovery nodes only rely on its

distance to the failed node, thus it favors the closest neighbors to participate in

the connectivity restoration process. As a result, the network may see more node

failures as low energy nodes participate in the process of connectivity restoration.

A recovery mechanism RIR (”Recovery Algorithm with Increased Robustness”)

is presented in [68]. The authors studied the critical nodes in the network whose

survivability is important for maintaining connectivity. The failure of such a node

was addressed by replacing it with a high-energy node nearby, so the strategy

favors replacing a failing node with a node with the highest remaining energy. It

aims to find the best set of node relocations for repairing the network topology

while minimizing the movement overhead of the recovery process. By placing a

node with the highest energy reserve in place of the failed node, RIR opts to re-

duce the risk of network segmentation caused by the threat of energy loss from
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the failed node. RIR orchestrated a migration of multiple nodes to recover links in

order to limit the overall distance traveled by the nodes involved, thereby reducing

the load on those nodes. RIR only addressed the connectivity problem while ne-

glecting the coverage problem. The authors in [69] present a unique connectivity

restoration method named ”geometric skeleton-based reconnection” (GSR). GSR

employs a method based on a geometrical skeleton to logically divide a network

into distinct pieces. A geometrical skeleton’s backbone comprises a collection of

nodes having the highest connectivity to other nodes. Each segment contains a

record of the nodes of the skeletal backbone: In the event of network segmenta-

tion, each segment tries to join the geometrical skeleton. To restore connectivity in

partitioned wireless sensor networks, the authors in [70] introduces the OCRS-MD

(Obstacle-avoiding Connectivity Restoration Strategy for Partitioned WSN Using

MD-carriers) technique. This method employs a mobile data collector to collect

data from the disjoint network segments. They intend to minimize movement

by detecting barriers free optimum paths among partitioned segments in order to

complete recovery in a timely manner. The authors in [71] presents a Survivability-

Aware Connectivity restoration (SACR). When connecting subdivided segments,

the data load of disjoint parts is taken into account. Between different disjoint

segments, the correct position of these inaccessible segments is determined by a

series of moving nodes. Immediately after tracking isolated segments, a relay par-

tition is created for each isolated segment. This restores connectivity, mending

the path from the area of interest to the sink. This technique is not suitable for

mission-critical applications because the algorithm consume a lot of time in finding

disjoint segments. Another method for calculating the cut vertex is described in

[72]. In this method, both localized and distributed algorithms are used to detect

cut and non-cut vertex nodes. The first algorithm uses a local two-hop sub-graph

with knowledge of Connected Dominating Sets (CDS). The second proposed al-

gorithm is completely dependent on the first one. Without searching the entire

network, a limited distributed deep-first search algorithm is used for undetected

parts of the network. This algorithm determines the states of all nodes through

extensive test-bed experiments. If a CDS is present. cut-vertex nodes are detected
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with less energy consumption. An approach for network partition healing through

movable relay node deployment is presented in [73]. The proposed solution finds

the minimal number of nodes through heuristics to relocate in order to achieve

connectivity. A Monte-Carlo Markov Chain (MCMC) solution to determine cov-

erage of WSN is discussed in [74]. MCMC is used to determine the probability

that WSN with multi-state nodes can efficiently send its sensed data to the mobile

sink within a specified time. Deployed node use random duty cycling method to

save energy. A partition healing algorithm based on node re-positioning the most

optimum nodes in each partition is presented in [75]. The proposed solution use

fuzzy logic for selecting recovery participant on the basis of residual energy. In

[76], the authors proposed a mobile node based algorithm. The algorithm use

recovery information, stored in each sensor node. This information is updated pe-

riodically to recover from network partitioning. A partition detection and recovery

approach is presented in [77]. A collaborative node movement is used to cover the

void region. A re-connectivity approach is proposed in [78] using mobile restora-

tion nodes. These restoration nodes are selected from each partition and to heal

the network through their movement. A partition recovery scheme using Voronoi

polygon centroids is proposed in [79]. Authors exploits centroids for finding blind

zone in network coverage. Authors in [80] proposed a two-phase redeployment

technique for the identification of disconnected partition in a sensor field. In the

first phase, a partition detection process is performed, and in the second phase,

called the confirmation phase, the disconnected region is confirmed. After that,

a mechanism for network reconnection is provided through mobile sensor nodes,

which finds an optimized location for new nodes to be moved to reconnect the

network. In [81] the re-connectivity of the isolated segments of a Mobile Robotic

Sensor Network (MRSN) has been discussed. The authors investigated the obsta-

cles and constraints during the relocation of sensor nodes to complete the broken

link among different isolated network segments. Furthermore, they presented an

Obstacle-avoiding Connectivity Restoration Strategy(OCRS) for mobile nodes to

achieve connectivity. Devi et al [82] presents a relocation mechanism, for mobile

sensor nodes to repair a partitioned network. They discussed the relocation of the
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mobile node to fill in the void space among separated segments of the network, by

taking into account its degree of connectivity with the neighboring nodes. Guizhen

et al in [83] presented a Distributed Connectivity Restoration Strategy (DCRS)

to cater to network partitioning, due to the failure of critical nodes located at the

cut vertex. They proposed a mechanism to identify an appropriate backup node

for every critical node in the network to replace the failed node in case of network

partitioning. To deal with the dis-connectivity among different segments of a parti-

tioned network, a distributed reverse constrained recovery (RCR) mechanism was

presented in [84]. They used mobile sensor node/s to act as relay node/s to recover

connectivity. Similarly, in [85] mobility aware spacial sensor nodes called mobile

data collectors(MDC) were proposed to overcome network partitioning. The paper

presented an Obstacle Aware Connectivity Restoration strategy (OACRS). This

strategy utilize, optimize obstacle avoiding spanning three mechanism to deter-

mine the minimal number of MDC nodes needed and their respective position to

overcome network partitioning. The authors in [86] taken into account the real-

istic view of deployment region, i.e. terrain variation to determine the optimal

path for mobile nodes’ displacement to cover the void area which causes network

partitioning.

2.1.2.3 Adjustable Transmit Power Based Solutions

Apart from aforementioned approaches, power adjustment is also used in some

network recovery solutions. In case of network partition, certain authors propose

usage of existing residual energy of any sensor node to accomplish data transmis-

sion. A network partition recovery algorithm through adjustable sensing range

and mobile relay nodes is presented in [87]. Authors uses both node mobility and

power adjustment to transmit data from the sensing device to the sink. Similarly,

to address the connectivity restoration issue, the authors in [88] proposes an intel-

ligent on-demand connectivity restoration technique for wireless sensor networks

in which nodes employ their transmission range to ensure connectivity and the re-

placement of failed nodes with redundant nodes. The proposed method monitors

the system topology and can proactively respond to node failures by relocating
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a redundant relay node to replace the failed node. In [89], deployment of long-

distance routing sensor nodes were proposed to overcome connectivity problem

among different segments of the wireless sensor network. The technique is also

evaluated for Received Signal Strength Indicator (RSSI) to assure high-quality

wireless links for communication. In [90], the authors targeted a spacial network

partitioning scenario. In some cases due to environmental constraints such as fog,

rain, etc., there is a chance of communication range shrinkage. i.e. environmental

constraints can reduce sensor communication range which may result in network

partitioning. The proposed technique addresses the problem by adjusting the

sensor communication range.

2.1.3 Collaborative Beamforming in WSNs

In order to establish re-connectivity of the partitioned network through non-

conventional means such as beamforming, we investigated some State-of-the-art

cooperative beamfroming mechanisms in wireless sensor networks as follows. In

recent years, cooperative communication through beamforming has attracted the

attention of numerous researchers. Many schemes have been proposed for beam

formation [91–98] and its effective use in energy efficiency [99–104], power opti-

mization [105] and node localization [106]. However, to the best of our knowledge,

the use of cooperative beamforming in the re-connectivity of abandoned general-

purpose nodes with no extraordinary smart antenna facility, trapped in a discon-

nected cluster of a wireless sensor network, has not been incorporated so far. The

authors, in [94, 96], proposed the idea of cooperative communication through the

nodes equipped with the smart antenna. They introduce the methodology of col-

laborative interaction between nodes to form Multiple-Input and Multiple-Output

(MIMO) link for enhancing diversity and data rate of the network. The technique

uses the intelligent adaptive antenna system instead of Omnidirectional antennas.

The distribution of wireless sensor nodes in an area of interest with their coop-

erative beamforming is discussed in [92]. The paper investigates the challenges
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such as the orientation and placement of sensor nodes for their efficient coopera-

tive beamforming. It uses a Gaussian distribution function to model the spatial

distribution of sensor nodes. In [93], the effectiveness of the beam formation has

also been studied for different sensor node distribution models. The paper shows

that collaborative beamforming provides better performance when sensor nodes’

deployment follows a Gaussian Probability Density Function(PDF) as compared

to uniform PDF. The authors in [97] proposed a method to determine the mini-

mum connectivity probability for a given transmission range concerning any nodes’

density with varying antenna beam-width of a smart antenna system mounted on

special-purpose wireless sensor nodes. With this method, they found the mini-

mum number of smart nodes with various beam widths required in a given region.

The phase synchronization of the transmitted waves over time-varying channels

has been discussed in [98]. The authors propose a method which uses continuous

feedback from the receiver to optimize the phase of transmitting waves to form

an effective beam. In [91], the authors analyze the behavior of cooperative beam-

forming on different number nodes to several nodes involved and type of antenna

installed on sensor nodes. They observe that as the number of nodes involved

in beamforming increases, the beamforming becomes more prone to errors, power

synchronization is being an issue.

In [100], a convex optimization framework is used for collaborative beamform-

ing to increase the network lifetime and to satisfy a predefined quality of ser-

vice(QoS). Similarly, in [104], a cooperative beamforming mechanism is investi-

gated for energy-efficient communication. The paper also proposed a mathemat-

ical framework for the selection of an appropriate number of nodes, required to

perform beamforming. The result shows that with an increase in the number of

cooperative nodes, the energy efficiency is improved for cooperative transmission,

but more energy would be needed for sensor selection and beamforming. In [101],

a scheduling algorithm is proposed for data transmission using beam formation.

In this algorithm, the network is divided into clusters, and the nodes perform each

round of cooperative transmissions through beamforming via their cluster heads.

Thus reducing the energy consumed on data sharing and thus improves the overall
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lifetime of the network. The experimental results are presented, which shows that

the beam formation achieve more transmissions than direct or multi-hop com-

munications. A convex optimization framework which optimizes the collaborative

and distributed beamforming is presented in [99]. This methodology also improves

the network lifetime and optimises battery consumption of the WSN nodes.

In [105], the node selection for cooperative beamforming is made in coherence with

a uniform circular array. The authors suggest, that while selecting sensor nodes

for cooperative beamforming, uniformity of the nodes in a circular array should

be taken into consideration. The idea of cooperative communication for wireless

sensor network node localization is presented by [106]. The authors propose a

method to solve the localization issue through collaborative communication among

the nodes. The nodes calculate its location. In this method, the nodes share their

positions in the transmitting messages, and the receiving node can find its location

with the given information.

Summarizing the above discussion, the existing methods in the literature for re-

connecting a disconnected network rely primarily on topological changes in the

network, which is both time and resource consuming. Therefore, these techniques

cannot be used for valuable time-sensitive data. There is a higher possibility of

losing important real-time data collected by the disconnected sensors. Further-

more, the existing techniques cannot be used to form a viable network for reliable

detection in time-sensitive situations such as safety and risk environment mon-

itoring in mining, industry and forest fire prevention, etc. The significance of

network connectivity in wireless sensor networks cannot be overstated. Despite

numerous research endeavors to tackle the challenge of network partitioning and

re-connectivity, it remains an ongoing area of investigation. With wireless sen-

sor networks becoming more pervasive and being employed in increasingly crucial

applications, there arises a pressing demand for more resilient and dependable so-

lutions to effectively address the issues of network partitioning and re-connectivity.

Advancements in this field are crucial to ensure uninterrupted data transmission,

enhance system reliability, and support the seamless operation of critical applica-

tions.
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2.2 Gap Analysis and Research Motivation

The main purpose of wireless sensor networks is to sense their environment and

transmit this data to a sink node. Therefore, network connectivity is one of the

primary design goals of any wireless sensor network. Existing research shows

that the failure of a sensor node at a key location leads to disruption of network

connectivity and eventually to the partitioning of the network, as shown in Figure

2.1. Consequently, there are two basic circumstances that can lead to network

Figure 2.1: Network Partitioning

partitioning in a wireless sensor network, namely, 1) partitioning that occurs in

the sensor node deployment phase as a result of uneven deployment or loss of a

node during deployment [107]. 2) partitioning due to a critical node failure during

the operation of a wireless sensor network [38, 108]. The existing literature mainly

focuses on partitions caused during operational network due to node failure [109].

One of the major reason for node failure during operational network is energy

depletion, apart from hardware failure [110, 111]. such that majority of the sensors

are equipped with limited non-rechargeable power sources [2, 3]. Most of the

available methods rely on neighbor based techniques where the basic assumption

is the network in considered initially fully connected in order to maintain a list

of connected neighbors and monitor the status of their respective link through
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period messages. However, the partitioning caused by the void regions created

during deployment is not considered, as discussed in section 2.1.2. Since the sink

node has no clear knowledge of the status of these alive nodes that are partitioned

and the sensor nodes are unable to contact the sink in a conventional manner.

Moreover, most available methods for reconnecting a partitioned network rely on

topological changes within the network. They attempt to solve the re-connectivity

problem by relocating mobility-enabled sensor nodes to the uncovered region or by

deploying additional relay nodes to provide connectivity. Both conventional meth-

ods of partition healing require additional resources and are thus time-consuming.

Therefore, these methods cannot be used for time-critical applications that rely on

real-time information. There is a greater risk of losing important real-time data

collected by the disconnected sensors. In addition, environmental conditions may

make it impossible to relocate or deploy additional sensor nodes to restore con-

nectivity, especially in hazardous environmental monitoring, security applications,

industrial and forest fire prevention etc. In such time-critical situations, a viable

method is needed to restore connectivity using available resources.

The above situation especially becomes noteworthy when the partitioned cluster

contains a large number of nodes with sufficient power and a handful of data

that are unable to connect to the main network individually. Nevertheless, in the

above-mentioned conventional methods, partition re-connectivity is not feasible in

real-time. Thus, in order to establish a communication link to forward important

data contained/collected by the nodes in the disconnected cluster to the sink, the

idea of the distributed collaborative beamforming approach can be utilized.

In a nutshell, this research focuses to address the following research questions..

• How to detect partition created at deployment phase without utilizing net-

work state information.

• How to recover partition with available resources without disturbing the

network partition.
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• How to ensure connectivity in a timely manner to minimize critical data loss

in real time application.

• How to determine the number of alive nodes in a disconnected partition, in

order to initiate re-connectivity.

2.3 Problem Statement

Based on the discussion in section 2.2, we have concluded that the following major

issues need to be addressed to overcome the above-mentioned limitations in the

existing partition detection and recovery mechanisms.

1. There is a need for improved partition detection mechanism that covers all

partitioning scenarios, such as partition occurrences at both deployment and

operational phases due to critical node failures, and differentiates between

alive and dead partitioned node/s.

2. An optimized partition detection and re-connectivity mechanism is required,

which can perform partition healing using the existing resources in a timely

manner and retrieve time critical data trapped inside an isolated partition.

2.4 Research Methodology

The research methodology outlined in this study aims at starting from the investi-

gation of the impact of nodes’ failure on the network connectivity in wireless sensor

networks (WSNs), specifically focusing on network partitioning. The outcome of

the investigation will then lead us to choose the best methodology to identify

hidden network partitions. In this regard, the conventional and non-conventional

techniques will be explored. Since conventional methods have already been in-

vestigated well and have got their intrinsic drawbacks; therefore, research will be

done to design a robust and fault-tolerant system that addresses data critical WSN
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applications by utilizing non-conventional methods like cooperative beamforming

techniques to retrieve time-critical data from isolated clusters of nodes. Lastly,

since preemptive techniques are also needed in WSNs to avoid network partition-

ing, therefore, we intend to devise a partition avoidance mechanism by utilizing

energy visualization techniques. The objective is to proactively prevent network

partitions from occurring by analyzing the energy distribution within the network.

By identifying areas of potential partition formation, appropriate strategies and

mechanisms will be developed to avoid or mitigate partitioning scenarios. This will

contribute to enhancing the stability and longevity of the WSN by minimizing the

occurrence of network partitions. Throughout the research process, data collection

will be conducted using simulation tools and possibly real-world deployments. The

performance of the proposed approaches will be evaluated based on metrics such

as partition detection time, and energy consumption. The research findings will

be analyzed, interpreted, and discussed to draw meaningful conclusions regarding

the impact of failed nodes on network connectivity, the efficiency of the proposed

methodologies for partition detection and reconnection, and the effectiveness of

energy visualization techniques for partition avoidance.

2.5 Research Contribution

This dissertation discusses the challenges of identifying the network partition-

ing and restoring connectivity in wireless sensor networks based on time critical

data.The contributions of the proposed research to the existing body of knowledge

are thus summarized as follows:

1. In Chapter 3, we present the first contribution of this research, which is

a novel mechanism for identifying network partitioning and re-connection

using additional relay nodes. This proposed system identifies network par-

titioning by collecting neighborhood information in a traditional manner.

Moreover, we have developed an efficient technique based on the Receive
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Signal Strength Indicator (RSSI) to deploy relay nodes and restore connec-

tivity in a realistic 3D environment. The primary objective of our research is

to identify the maximum number of network partitions while improving the

time efficiency of partition identification through the application of graph

theory.

2. The second significant contribution of this research is presented in Chapter

4, where a novel partition identification and connectivity restoration mech-

anism for wireless sensor networks is developed through cooperative beam-

forming. The proposed technique, along with its advantages and limitations,

is thoroughly discussed.

3. As the third contribution, comprehensive computer simulations are con-

ducted to analyze and compare the performance of the proposed mecha-

nism with existing methods. The simulation results provide insights into the

effectiveness and efficiency of the proposed approach, and demonstrate its

superiority in terms of various performance metrics.

4. In Chapter 5, we present the fourth contribution of this research, which is an

energy visualization technique for wireless sensor networks. This technique

enables network managers to predict potential node failures due to energy

constraints, detect energy holes, and identify potential network cuts or par-

titions. With this information, network managers can deploy additional sen-

sors in a timely manner to maintain connectivity and prevent partitioning.

The proposed technique is evaluated through computer simulations, and its

effectiveness is demonstrated by comparing it with existing approaches.



Chapter 3

Partition Identification and

Redeployment Algorithm

3.1 Introduction

The performance of the WSN depends entirely on the fact that the sensor nodes

remain connected to the sink node to exchange data. Since there may be some

nodes that are far away from the sink node and need many hops through their

neighboring nodes to transmit their data to the sink node; therefore, they rely on

certain intermediate nodes to ensure their connection to the sink [112]. The loss

of a key sensor node that is in the communication path can result in a number

of still-living sensor nodes being unable to reach the sink and no longer being

part of a functional network. The failure of a single node or multiple nodes can

affect the entire network and can introduce certain cuts and coverage holes, which

may leads to network partitioning [16].Thus resulting in the failure to achieving

required objects for which it is being design, such as monitoring, surveillance

etc [18]. Identifying these partitioned clusters of nodes is a difficult task. If all

communication paths to the sink are broken, there is no explicit way for the sink to

know about these clusters of nodes that may still be alive and may have important

data to send. Normally, it is assumed that they are dead. However, in many cases

59
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they may not be dead; therefore they may be reconnected to the sink. This will

not only extend the overall life of the network but also increases the network

performance.

Once the sensor network is operational, many essential nodes may perish due

to energy depletion if these nodes are positioned at cut vertex points as relay

nodes to provide connectivity to the sink node positioned in the network’s core.In

this way, network leads to partitioning. Many current solutions, including HCCI

[40], employ a probabilistic model to identify network partitions and assume that

any node failure results in a partition, which may not always be the case. A

deterministic approach is required to determine whether the failed node actually

caused the partition. In contrast, DPDRU [38] relies on pre-identified cut vertex

nodes and assumes that a partition has occurred whenever a node belongs to the

cut-vertex nodes is reported to the sink to be dead. However, the problem with this

approach is that every failed node can alter the network topology, which changes

the cut vertex nodes, resulting in a significant amount of control message overhead

needed for the system to recalculate the cut vertex nodes each time a node fails.

Our proposed approach Partition Identification and Redeployment algorithm (PIRA)

localizes the issue and does not depend on pre-calculated cut vertex matrices,

greatly reducing the complexity. It attempts to determine the partitions deter-

ministically and offers a re-connectivity mechanism by optimizing relay node de-

ployment through the use of Receive Signal Strength Indicator (RSSI).

The proposed algorithm is a two-step approach. First, we detect network par-

titioning caused due to sensor node failures at critical locations. Secondly, we

propose an optimized relay node redeployment technique to reconnect these iso-

lated partitions to the main network, which contains a sink node.

The chapter is further subdivided as follows. Section 3.2 describes the system

model, whereas Section 3.3 discusses the startup step. The identification of par-

titions is explored in section 3.4, and partition recovery using efficient sensor re-

deployment is covered in section 3.5. whereas section 3.6 deals with results and

discussion. Section 3.7 conclude the chapter.
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3.2 System Model

We consider a randomly deployed wireless sensor network that consists of static

sensor nodes with their IDs listed in a vector V represented as

V = {vi ∈ V where i = 1, 2, 3...n} . The sensor nodes are equipped with a

GPS system that enables them to determine their own location. All nodes are

identical in terms of their energy and communication capabilities. The nodes are

expected to monitor their environment within their sensing range and to transmit

the sensed data to a central repository called the sink. The sink is a node with

advanced computing capabilities and high processing capacity. It is responsible

for data collection and management of the sensor network. It is assumed that

all sensor nodes in the network have access to the sink node via direct links or

multi-hop links. The sensor nodes are considered connected or one-hop neighbors

if they are within the communication range of each other, such that D(vi, vj) ≤ R.

Where D represents associated distance among nodes vi and vj and R is the

communication range. A Beacon or HELLO message is used to obtain one-hope

neighbor information. Furthermore, the sink node will maintain a list of all the

alive connected sensor nodes Vs as active nodes , such that Vs = {(vi|∀vi ∈ V } .

3.3 Initialization Phase

Once the wireless sensor network is deployed. The initialization phase will kick

in, and network configuration will start. The detail of the initialization phases for

sensor node and sink are given in Algorithm 1 and Algorithm 2, respectively.

1. Initially, each sensor node computes its one-hope neighbor list, N(vi), using

a HELLO message exchange.

N(vi) = {vj|i ̸= j and vj is in communication range of vi} (3.1)
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2. The sensor nodes send a compound message, msg(N(vi), li, vi), to the sink.

This message contains the updated one-hop neighbor list N(vi), location

information li = (xi, yi, zi) and the node ID vi.

Algorithm 1: Sensor Node Initialization Phase

Broadcast(”HELLO”) // Send hello msg to all nodes

N(vi)← response(vj) // Receive response from all one hope nodes

Setup msg ← Create msg(N(vi), li, vi)
Setup msg sink(Setup msg)
Wait for Ack sink for 2RTT
if Ack sink is recieved then

update status(active) // active means node is connected to sink

else
update status(partition) // partition means node is not connected

to sink

end

3. The sink node on reception of all the setup information from the corre-

sponding sensor nodes will send an acknowledgement message Ack sink to

the sensor nodes in order to validate their connectivity to the sink node. All

those sensors node that receive the acknowledgment from sink will update

their status to active (connected nodes).

Algorithm 2: Sink Initialization Phase

Input: V = {v1, v2, . . . vn}: Total Sensors nodes
Output: G : Undirectional Graph
Vs ← ϕ // List of all alive connected nodes

Vd ← ϕ // List of dead nodes

foreach vi ∈ V do
Setup msg ← Listen(vi) // vi location, neighbor list, ID

if Setup msg is Rec from vi then
Vs ← Vs ∪ (Setup msg)
Send(Ack vi)

else
Vd ← Vd ∪ vi

end

end
G← construct graph(Vs) // Construct Undirectional graph from Vs
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4. In addition, the sink node will perform the following tasks after receiving

the status information from all the active sensor nodes in the network.

• The sink node will maintain the list of all connected alive nodes refer

as active nodes Vs whose setup message being received on the sink,

Vs = {vi|vi ∈ V Nodes who reported to sink }

It then compares the received node information with the existing de-

ployed node list V and filter out the non-reporting nodes Vp initially

assume to be alive but not being able to reach the sink node.

Vp = V − Vs (3.2)

• The sink node will maintain a connected graph G(Vs, Ei,j) based on

the information received from the sensor nodes. Where VS represent

the connected alive nodes in the network, and Ei,j represent the edge

between the nodes i and j, which are in direct communication to each

other, i.e. one-hop neighbors.

Ei,j =

1 if vj ∈ N (vi) ∀i =
{
1, 2, 3, ...n

}
i ̸= j

0 otherwise

 (3.3)

3.4 Partition Identification Phase

In a wireless sensor network, all nodes follow a multi-hop communication pattern

to transmit data to their intended destination.They depend on intermediate nodes

laying at path to destination for their communication. Thus, there is a considerable

probability that a critical bottleneck node on the communication path would perish

due to rapid energy depletion, resulting in network partitioning. The proposed

approach for restoring network connectivity and coverage begins in the same way

as worked out by Ranga et al. [38]. Our proposed solution assumes that all

sensor nodes are aware of their one hop-neighbors and will report any node failures

in their corresponding neighborhood to the sink node. Ranga et al. employ a
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predetermined cut-vertex list on the sink to decide whether or not this node failure

qualifies for network partitioning. The issue with this technique is employing

a pre-calculated cut-vertex list to determine whether a failing node is eligible

to participate in network partitioning. For example, the cut-vetex list is not

a constant list calculated once during the start-up phase, but depends on the

topology of the network, so that each failure of a node will most likely result in a

new set of cut-vertexes. Consequently, every time the network topology changes,

the system/sink must constantly recalculate the cut-vertex nodes of the entire

network. This is a relatively expensive task to compute. In our proposed method,

we restrict the problem to the area of the network where the failure of a node

has occurred and develop a reactive method to identify the partitioned cluster of

nodes, which is described in Algorithm 3.

Algorithm 3: Partitioned Identification in operational WSN

//Operation performed on Sensor node vi
Send periodic hello msgs to its Neighbors N(vi)
Wait for ack // wait for 2 consecutive acks

if ack not rec then
Consider vd ∈ N(vi) as dead
Report vd to Sink
Update(N(vi))

end
//Operation performed on Sink
Receive report of vd as dead node
Vs ←Vs − vd // remove vd from active nodes list

Vr ← ϕ // initialize Vr as empty

foreach vi ∈ N(vd) do
if vi report vd then

Vr ← Vr ∪ vi
end

end

Ñ(vd)← N(vd)− Vr

G← ∪
∀vj reachable Ñ(vd)

N(vj) // G represent partition equation:3.5

Once the network is operational, the sensor nodes use regular heartbeat messages

to monitor their one-hop neighbours. If it does not receive two consecutive heart-

beat messages from its neighbour, it declares the node dead vd and notifies the

sink node. Thus, it can be assumed that the sink receives information from its
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active neighbours about the failure of the failed node. The sink node waits for a

certain time until it receives all failure notifications and maintains a list of nodes

reporting failures as Vr = {vi|vi ∈ N(vd) reporting dead node}. Since the sink

node has already have information about the one-hop neighbourhood of each node

received in the initialisation phase, the sink node will generate a partition graph

G̃ after receiving all failure reports.

Let Vr be the set of active one-hop neighbours of the dead node vd and N(vb) be

the neighbour list of the dead node vb computed in the initialisation phase. The

unreachable one-hop neighbours Ñ(vd) are given as

Ñ(vd) = N(vd)− Vr (3.4)

The network partition sub-graph G̃ can be given as, let vd is the dead node then

the partitioned graph G̃ will contain all the nodes that are reachable from vd, here

Ñ(vd) represent the unreachable(partitioned) one hope neighbours of vd while

N(vj) represent the set of node that are reachable from vd indirectly.

G̃ = ∪
∀vj reachable Ñ(vd)

N(vj) (3.5)

When the resulting subgraph is completely isolated from the rest of the network

and has no edge/connection to the main network. It is considered to be partitioned.

3.5 Connectivity Restoration in 3D Environment

The redeployment of the relay nodes is a complex problem in itself. To perform ef-

ficient redeployment of relay nodes to achieve connectivity of partitioned networks,

we need to consider the real environmental factors. To deal with the problem of

deployment in uncertain terrain, elevation factor is incorporated in order to ob-

tain a realistic deployment map. The problem becomes even more complex when

multiple nodes fail, resulting in a large uncovered area, and we need to deploy
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Figure 3.1: Communication range of nodes in 2-D and 3-D planes such that
d3D > d2D

multiple relay nodes to reconnect the partitioned network. In the literature, most

researchers consider flat surfaces for sensor deployment. However, in the real world

environment; the field may consist of irregular terrain with obstacles between sen-

sor nodes. Obstacles may include elevation factor, water, rocks, forests, etc. Due

to these factors, the sensing model of the relay nodes may be affected. If we

consider the case of elevated terrain, when 2-D distribution schemes are used, the

direct communication paths between additional relay nodes may be affected by the

elevation. For this reason, current 2-D distribution schemes in elevated terrain do

not meet the deployment goals in terms of coverage and connectivity. The problem

is illustrated in Figure 3.1. In the 2-D plane, two nodes are installed at points

P1(2D) and P2(2D). In the 2-D plane, both nodes appear to be connected, but in

reality point P2 is located at a certain elevation, outside the communication range

of point P1. By incorporating the terrain factor, the added elevation will shift the

node at a point P2(2D) in 2-D plane to another point P2(3D) in 3-D plane, thus

separating them with distance d3D instead of d2D and making them disconnected.

Thus, considering a 3D realistic environment for relay node deployment, we come

across two basic problem scenarios.
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• The exact locations of the nodes in 3D plane affect the separation distance

among them, but they may still co-exist in the line of sight of each other.

• The exact locations of the nodes in 3D plane may be the same as that in 2D

plane. This will not affect the separation distance among the nodes, but an

elevated blockage or hurdle may cause signal deterioration due to multipath

fading.

Therefore, to cope with the above-mentioned problems, we propose a two-step

technique to identify the appropriate location for relay node; i.e 1) relay node

deployment 2) relay node optimization.

3.5.1 Relay Node Deployment

In the first step, the communication gap between two partitions is investigated to

determine the appropriate locations to deploy additional nodes. To connect the

partitions with an optimized number of nodes, the closest pair of nodes between

two partitions is first determined, and additional nodes are installed between the

closest nodes.

For example, let P1(3D) and P2(3D) be the nearest nodes between the two discon-

nected partitions. The number of additional relay nodes K required to connect

these partitions can be determined by the following relation.

K = ceil(D/R)− 1 (3.6)

Where K is the number of nodes to be deployed, R is the communication range,

and D is the minimum distance between the nearest nodes of two partitions.

After determining the number of additional nodes to be deployed, we determine

the distance d between the edge node of one partition and the additional relay

node on way to the nearest edge node of the other partition as; The second relay

node shall be placed at distance d from the first relay node. This process will
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continue till all K additional nodes are placed between the two nearest edge nodes

of the two partitions.

d = D/(K + 1) (3.7)

3.5.2 Relay Node Optimization

In the optimization phase, we further optimize the redeployment by consider-

ing real-world environmental conditions, such as terrain elevation, hurdles, and

blockages between deployed relay nodes. As mentioned earlier, there is a high

probability that these hurdles between relay nodes may restrain them of meaning-

ful communication due to fading effects. Even if the nodes are in communication

range with respect to their minimum distance, they still may fail to provide proper

connectivity. To tackle such situation, we propose a technique to optimize relay

nodes deployment through Received Signal Strength Indicator (RSSI).

3.5.2.1 Euclidean Distance Calculation

Since each relay node has its specific communication range. Therefor for effective

communication among two neighboring nodes, it is important that the separation

distance between the respective nodes is less than or equal to the communication

range of the sensor node, i.e.

dcalij ≤ R (3.8)

Where dcalij is the Euclidean distance between two communicating sensor nodes.

There is a fair chance that with the introduction of elevation factor, this separation

distance will be disturbed, and the previously connected nodes will move out of

the communication range.

3.5.2.2 Distance Estimation through RSSI

In wireless communications, the received signal strength is a key indicator for

determining the overall link quality, which is essential for efficient communication.
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The distance between two nodes can be determined by measuring the received

signal intensity of the incoming Radio signal. In order to optimize the deployment

of relay nodes for improved connectivity, we took into account both the RSSI

and the Euclidean distance. After 3D deployment with a 2D deployment method,

all relay nodes are required to communicate its neighbor’s RSSI along with their

IDs to the sink for registration. On the basis of RSSI information received from

all relay nodes at the sink, distance is calculated and stated as distance estimated

dest.

RSSI ∝ 1/dnest (3.9)

Where dest is the estimated distance and n is the path loss exponent, which depends

upon environment and remains constant. n can be taken as 3 for a suburban

environment. Thus, comparing distance estimated through RSSI and Distance

calculated through Euclidean Distance, we come across two basic scenarios based

on the available information.

1. Distance estimated will be almost equal to distance calculated.

destij
∼= dcalcij (3.10)

It means both the nodes are located in line of sight and there is no effect

on signals due to blockage or multipath fading etc. Which mean a strong

communication link exist between the relay nodes, and we do not need to

deploy any additional node.

2. Distance estimated is greater than distance calculated.

destij > dcalcij (3.11)

It may be assumed that there is no line of sight communication between

the nodes, it may be due to either the nodes being located at different

elevations or a hurdle resides in between them. It can be concluded that

the antenna orientations do not allow for favorable LOS communication, so

there is a high probability that no meaningful communication exists or very
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weak, error-prone NLOC communication exists between the nodes due to

multipath signals reflected from objects in their vicinity.

Thus, if we want to ensure that our communication is reliable and error-free, we

need to deploy some additional relay nodes to combat the fading effects and ensure

robust connectivity. The technique proposed to optimize the relay nodes ensures

that connectivity is maintained by a relatively small number of additional relay

nodes.

3.6 Results and Discussion

The performance of the proposed technique is evaluated based on several parame-

ters such as the number of detected partitions, the duration of partition detection,

and the energy consumption of the sensor nodes. Extensive simulations were

performed for the evaluation using a simulation scenario with different typolo-

gies containing 100 to 500 nodes randomly distributed in an area ranging from

400m × 400m to 1000m × 1000m. The initial deployment is random, and each

node has a constant communication range and are homogeneous in nature. The

simulation setup is shown in Table 3.1. The simulation was run several times

to obtain average results for the above-mentioned parameters. Since we target

time-critical applications, the partition identification time is an important factor,

along with the number of identified partitions. Energy consumption also become

an important parameter if the sensor nodes have very limited battery reserves,

and they are supposed to last till the end of application. The obtained results are

then compared with two notable recent partition identification methods, DPDRU

[38] and HCCA [40]. Figure 3.2 represents the partition detection time. The

findings indicate that the proposed algorithm PIRA performed significantly better

than DPDRU and HCCA. As previously mentioned, DPDRU uses a predetermined

list of cut vertices to identify network partitioning, In graph theory, identifying

cut vertex is a computationally intensive process, and the problem becomes more

complex as the network size increases. Similarly, any change in network topology
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Table 3.1: Simulation Setup

Simulation Parameter Value
Area 400x400 to 1000x1000 m2

Simulation Tool MATLAB R2021a ®
Number of Nodes 100 to 500
Packet Size 32 bytes
Data Rate 250 kbps
Communication Range 50m to 150 m
Node Distribution Uniform Random
Number of Simulations Rounds 10

Figure 3.2: Partition Detection Time versus Number of nodes.

results in a new set of cut vertex nodes. Therefore, it is obligatory for the sink

node to recalculate the cut vertex list for every failed node. In a similar fashion,

HCCI rely on an iterative algorithm to identify the partitions, taking more time.In

contrast to DPDRU and HCCI, our suggested method restricts the problem to the
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Figure 3.3: Number of Partition Detected versus Number of nodes.

area of interest and identifies partitions using just local neighbour information. It

considerably reduces the time required to identify partitions. Figure 3.3 depicts

the number of partitions isolated as a result of the failure of nodes located in

critical places. Compared to the HCCI, it can be shown that our proposed sys-

tem did fairly well. This is due to the fact that our proposed method PIRA is a

deterministic proactive approach to identifying partitions, and that several neigh-

bour nodes are involved in the detection process, which decreases the likelihood of

false positives. HCCI, on the other hand, employs a probabilistic model to detect

network partitioning. PIRA exhibits the same behaviour as DPDRU due to the

fact that both techniques use neighbour node information for partition discovery.

However, our proposed approach gets more efficient, as the network grows larger.

The comparison of energy consumption is depicted in Figure 3.4, as our proposed

approach involves fewer nodes in partition detection than DPDRU and HCCI.

Only the neighbours of failed nodes communicate with the sink. The sink node is
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Figure 3.4: Energy Consumption versus Number of Nodes.

not required to recursively query the network for cut vertex list generation, which

would result in additional communication overhead and increased energy usage.

This creates a difference of consumption energies when the proposed algorithm is

compared with DPDRU and HCCI. Therefore, It has also been noticed that as the

number of nodes increases, the difference in energy consumption also increases, as

DPDRU deals with the problem at the network level by recursively computing a

cut vertex list for every topological change in the network caused by failing nodes.

However, our proposed method is unaffected by the size of the network. It de-

pends simply on the number of nodes adjacent to the failed nodes. In this case,

only sensor nodes inside the affected area participate in the process of partition

identification.

Furthermore, the connectivity of each deployed relay node with respect to the
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Figure 3.5: Number of Neighbor Nodes in 2-D and 3-D plane

neighboring nodes is compared in 2-D and 3-D planes to ensure connectivity. At

first, it can be seen in Figure. 3.5

that for each node in 2-D plane, the number of surrounding connected nodes is

more than 3-D plane. In the 2-D plane, the network was misunderstood as highly

connected, although it was not, when evaluated in the realistic 3-D environment.

This is due to the fact that for 2-D plane, the elevation factor was not taken into

the consideration.

3.7 Conclusion

In this chapter, we have proposed a partition identification method based on the

traditional neighbourhood information collection. Any failure of a sensor node due
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to energy depletion or other environmental conditions is detected by its neighbour-

ing active nodes, which report this to the sink. The sink then determines whether

the failed node caused the partition based on the information received during the

initial setup phase and the information received from the neighbouring reporting

nodes. No additional messaging overhead is required in the proposed algorithm.

Most existing solutions, such as HCCI, use a probabilistic model to determine net-

work partitions and assume that any node failure causes a network partition. Sim-

ilarly, other approaches such as DPDRU use additional control messages to handle

false positive situations. The proposed technique PIRA outperformed when com-

pared with two of the existing techniques HCCI and DPDRU in terms of number

of partition detected, the duration of partition detection, and the energy con-

sumption of the sensor nodes. The proposed technique not only detects network

partitioning in the shortest possible time without posing any additional message

congestion, but also leads to significant reduction in energy consumption.

In addition, we have developed an efficient connectivity recovery technique for relay

node deployment based on a real 3D scenario. We used the Receive Signal Strength

Indicator to detect terrain variations, such as blockages between neighboring sensor

nodes, which can cause fading and disrupt the range of sensor communication. We

intelligently used the distance calculated via RSSI to optimize relay nodes node

deployment.



Chapter 4

Partition Identification and

Reconnectivity Through

Cooperative Beamforming

4.1 Overview

The intensive study of antenna radiation patterns and beamforming mechanisms

in the literature [22, 113] led us to the idea of exploiting the directional power

dissipation property of antennas to achieve long effective communication range.

A collection of nearby nodes equipped with single omnidirectional antennas can

effectively increase their communication range by cooperatively combining their

transmission power to form a single directional high-power beam [114]. Such a

cooperative beamforming method can be used by a cluster of disconnected nodes

to increase the transmission range, thereby skipping the dead hops and reach-

ing out for alive relay nodes to communicate with the sink. In our proposed

scheme Partition Identification and Reconnectivity through Cooperative Beam-

forming(PIRCB), we exploit the above-mentioned approach to perform partition

identification and develop reconnectivity of the partitioned nodes to the sink. Since

it is a cooperative beamforming solution; therefore it is not applicable to individual

76
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isolated nodes. The results show that the proposed solution is more favorable for a

large number of isolated nodes. The proposed approach is helpful in dealing with

partition created at the time of network deployment, as will as with traditional

partitions created during the operation of the network due to nodes failure.

The rest of the chapter is organized as follows: Section 4.2 present the system

model, while Section 4.3 discusses the partition detection mechanism. whereas,

section 4.4 gives details of proposed cooperative beamforming. In section 4.5 we

explain the procedure for searching nearby relay node and reconnection phase.

Section 4.6 discusses various results to evaluate the proposed mechanism, while

section 4.7 concludes the chapter.

4.2 System Model

As discussed earlier, wireless sensor nodes are tiny, venerable electronic devices

that are susceptible to damage; therefore, there is a high probability that some

sensor nodes will be damaged during the deployment phase and will be unable to

function as part of an operational wireless sensor network. Depending on their rel-

ative location, the loss of such nodes may lead to network partitioning by depriving

a number of living nodes of the ability to deliver data to the sink. Likewise, unequal

deployment of sensor nodes may also result in void regions, resulting in network

partitioning. Similarly, in an operating wireless sensor network, many nodes may

become unresponsive due to energy depletion or hardware failure, which might

lead to network partitioning. In our proposed mechanism PIRCB, we consider

two basic scenarios that may lead to network partitioning in a wireless sensor

network:

• Partition creation due to void region created at sensor node deployment

phase.

• Partition creation due to critical node failure during operational wireless

sensor network.
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To the best of our knowledge, no other partition identification method has taken

into account the creation of partitions due to void regions that occur during the

deployment phase of a wireless sensor network. It is well established that the

partitions that arise during the initialization phase of a network are the most

difficult to locate. Since the sink node has no clear knowledge of the status of

these live nodes that are partitioned and the sensor nodes are unable to contact

the sink in a conventional manner. Similarly during an operational network, the

loss of a critically located key node can also lead to the formation of a partition. To

deal with both partition creation scenarios , we propose a cooperative beam-based

approach that allows the sensor nodes of the disconnected partitions to reach the

connected part of the WSN that contains the sink node. The proposed partition

detection and reconnectivity through cooperative beamforing mechanism is equally

applicable to the above mentioned both scenarios. The proposed mechanism has

three steps. First: partition detection, second beamforming at the reference node,

and third: searching for connected relay nodes in order to establish connectivity to

the sink node. These steps are explained in detail in the flowchart of the proposed

mechanism in Figure.4.1.

4.3 Partition Detection

We consider a randomly deployed wireless sensor network consisting of N number

of static sensor nodes represented as a vector

V = {vi ∈ V where i = {1, 2, 3....N}} (4.1)

over an area of interest. Once deployed all the operational sensor nodes are re-

quired to be connected to the sink node in order to communicate their collected

data. Thus to ensure connectivity, all working nodes transmit their status in-

formation to the sink during the initialization phase of the network and wait a

certain threshold amount of time (2RTT in our case) for the sink to acknowledge.

If a sensor node cannot receive an acknowledgement from a sink node for a certain
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threshold amount of time, they consider themselves disconnected and update their

status to be partitioned refereed as

Vp = {vi ∈ V |Node who does not receive sink acknowledgement} (4.2)

The same procedure is used to detect and reconnect partitions created during the

operation of the network due to the loss of a critically located nodes that serves as

a path to the sink for a group of isolated nodes. The boundary nodes, where all

messages accumulate and no further path is available, consider themselves as ref-

erence nodes and initiate the partition identification and connectivity restoration

procedure. These reference nodes will select a cluster head on a single criterion

of having high energy. The cluster head will gather information of all the sensor

nodes belonging a to respective partition. Upon reception of this information it

will create a vector for the ith partition Pi comprising of all the interconnected

nodes that are unable to reach sink node and are therefore regarded as partitioned.

Pi = {vi|vi ∈ Vp} (4.3)

Following the construction of partition Pi, the cluster head will relay this informa-

tion to the respective reference nodes to communicate it onward to the sink node

through a cooperative beamforming.

4.4 Cooperative Beamforming

As mentioned earlier, a network would be said partitioned whenever the packets

sent by the source are accumulated at a specific node on the path from the source

to sink, and the said node is not able to get further acknowledgements from its

receiving relay node ahead of it on the path towards the sink. Such node would

then initialize cooperative beamforming procedure with the co-ordination of its

neighbouring nodes. A node that initiates beamforming would be considered as

the reference node, and its distance to the prospective receiving relay node would
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be taken as the x-axis of the frame of reference. To form a directional beam,

the transmitted waves of the transmitting nodes should be received in phase at

the receiver for their constructive summation. Nevertheless, the nodes of isolated

cluster deployed in 2D planar area are not in an array form, and they do not

have equal spacing among themselves. As an example, a disconnected cluster of

three nodes N1, N2 and N3 is shown in Figure 4.2. These nodes aim to send

their data to a receiving relay node R. Since three of the transmitting nodes know

their physical locations, therefore they will easily arrange their phase adjustment

according to their positions in order to form a co-operative beam towards any

prospective receiver R. If these nodes start transmitting the same signal without

phase adjustment, out of phase versions of these signals would be received at the

receiver which would cause destructive interference. The obvious cause of this

harmful interference is the path difference of the waves transmitted by the nodes

located at different physical locations. However, if the to-be-transmitted waves

are preprocessed at two nodes in accordance with the reference node before their

transmission towards the receiver, the corresponding destructive interference can

be converted into an in-phase summation resulting into an enhanced power at the

receiver. Let d1R , d2R and d3R be the paths taken by the waves transmitted from

N1, N2, and N3 respectively as shown in Figure 4.2. Since N1 is taken as the

reference node, it thus becomes the center of the x-y coordinate system. In order

to form cooperative beam towards the receiver R , both of N2 and N3 should align

their transmitting waves to that of N1 by using phase adjustment strategy; so that

all waves should receive in-phase at R.

As the exact location of R is unknown, therefore the reference node N1 will have

to visualize its location with the assumption that it may lie anywhere around it

at a distance d1R much larger than its transmission range. To ensure that signals

transmitted by the disconnected cluster should reach R, the beam range should be

equal or more than d1R. However, the beam range strictly depends on the number

of nodes that take part in the cooperative mechanism i.e.

d1R ≤ Nd0 (4.4)
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Figure 4.1: Flowchart of cooperative beamforming mechanism
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Figure 4.2: Working of the proposed Cooperative Beamforming Mechanism.

WhereN is the number of total neighbouring nodes taking part in the collaboration

including the reference node and d0 is the range of transmission of a single node.

It is worth mentioning that if d1R is larger than Nd0 even the cooperative beam

would not be able to reach R and the disconnected cluster would never be able to

send its data to the sink. It would thus remain disconnected from the main part

of the network. Therefore, the initial distance between reference node N1 and the

prospective unknown receiving relay node R would be set on the maximum beam

range i.e.

d1R = Nd0 (4.5)

Direction of the unknown receiving node from the reference node N1 is also crucial

for directive beamforming. In the next section, we will present a detailed note on

finding the direction of the receiving relay node and getting connected to it for data

transmission. At the moment, we assume that R resides at any arbitrary direction

from N1. As already discussed, the separation d1R between N1 and R is set as

the reference x-axis of the coordinate system, as shown in Figure 4.2. Considering

the geometry drawn in Figure 4.2 and manipulating some basic calculations, the
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distance d2R and d3R can also be calculated as

d2R =
√
(x1R − x12)2 + y212 (4.6)

d3R =
√
(x1R − x13)2 + y213 (4.7)

where x1R = d1R and y1R = 0 because of N1 being the reference node set at

origin with d1R along the x-axis. The same mechanism can be utilized to find the

distance between the receiving node and Nth transmitting node, taking part in

the beamforming mechanism as

dNR =
√

(x1R − x1N)2 + y21N (4.8)

From the geometry shown in Figure 4.2, ∆d12 and ∆d13 are the differences in the

distances traveled by the waves transmitted from N2 and N3 with reference to N1,

respectively.

∆d12 = d2R − d1R (4.9)

∆d13 = d3R − d1R (4.10)

In general, ∆d1N can be calculated for any node N as

∆d1N = dNR − d1R (4.11)

This distance disagreement ∆d1N covered by the wave transmitted from the node

N as compared to the one transmitted from reference node N1 will cause a phase

difference at the receiver. Magnitude of this phase difference can be calculated as

∆ϕ1N = 2πfc(∆d1N/c) (4.12)

Where fc is the operating frequency and c is the velocity of light. If we can imple-

ment a pre-processing technique that calculates the phase difference at each node
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with respect to a reference node N1 prior to transmission, it would enable the

receiver to receive all waves in-phase, regardless of their path differences. Essen-

tially, this means that all nodes participating in the cooperative mechanism would

have the capability to form a powerful beam, ideally amplifying the power by a

factor of N2 compared to a single node. Consequently, this enhanced transmit di-

versity empowers them to transmit data over significantly longer ranges, enabling

improved communication coverage and reach. By harnessing this advanced trans-

mit diversity, wireless sensor networks can extend their capabilities and facilitate

the seamless transmission of data across broader distances. as shown in Figure

4.3. This will also improve the bit error rate of the communication link. In this

Figure 4.3: Single Node Radiation Pattern versus Collaborative Beam Pat-
tern.

way, the nodes in the disconnected cluster will become able to form a cooperative

beam towards any closest node attached to the main part of the network.
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4.5 Searching Nearby Connected Relay Node for

Reconnectivity

After forming cooperative beam, the nodes in the disconnected cluster would still

not be able to connect to the main part of the network, if they do not know the

direction in which the nearest relay node (already connected to the main part)

resides. We present the following mechanism to address this problem.

Algorithm 4: Cooperative beamforming based scanning procedure for search-
ing any alive node connected to the main part of the network.

∆θ ←− 0.5◦; θ ←− 0 ; /* Initialize beam direction */

1 BF flag ←− 1 ; /* Set the beam flag to true */

2 repeat
3 Time slot←− getSystemTime() ; /* set the time slot

corresponding to the beam direction */

4 Hello msg←− vi + pi +BF flag + Time slot ; /* Beacon message */

5 transmit(Hello msg);
6 θ ←− θ +∆θ ;

7 until θ ≤ 360;
8 Ack msg←− listen(Ack) ; /* Listen for acknowledgment from the

sink */

9 if Ack msg=Null then
10 quit() ; /* Failure: No alive relay node in range */

11 else
12 Success angle ←− extract(Ack) ; /* Success: alive node in range

at angel θ */

13 transmit(Data packet) ; /* Start data transmission */

14 end

When the nodes of the disconnected cluster become able to generate an intense

beam which covers a longer distance, they start scanning the whole area around

them for the possible existence of an alive relay node which may connect them

to the main part of the network. The sequence of steps needed to perform this

function is presented in Algorithm 4. In this algorithm, the reference node in

the disconnected cluster transmits beacon/hello messages in narrow beams in all

directions in a cyclical manner(in a clockwise or anticlockwise direction).
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Algorithm 5: Procedure followed by the sink on successful reception of beacon
message generated through cooperative beamforming.

Max RSSI ←− 0; timeThreshold ←− 2×RTT ; /* Set the time

threshold to twice the length of round trip time */

1 for i=0 to timeThreshold do
2 Rcv msg=listen(Hello msg) ; /* Wait for beacon message */

3 if BF flag=true ; /* Check the beam flag */

4 then
5 Rcv RSSI ←− extract(Rcv msg); /* extract RSSI information

from the received message */

6 if Rcv RSSI > Max RSSI ; /* Look for maximum RSSI */

7 then
8 Max RSSI ←− Rcv RSSI ;
9 end

10 end
11 Max RSSI msg ←− Rcv msg;
12 Time slot ←− extract(Max RSSI msg); /* Extract the time slot

corresponding to the beam direction from the message

received with maximum signal strength at the relay node */

13 end
14 transmit(Ack Times slot); /* Send acknowledgement with time slot

corresponding to the successful beam angle */

The beacon/hello messageHello msg = (vi, Pi, BF flag, T ime slot) contains three

types of information: one about the disconnected partition Pi and its respective

identification and location of reference node vi. This allows the sink to notify

the application of the redeployment of relay nodes while maintaining connectivity

during this time-consuming transition period through cooperative beamforming.

The second piece of information states that the beamforming flag is enabled, and

the third is about the time slot at which the beam is formed in the respective di-

rection. The flag will tell the receiving node about the special circumstances of the

partitioning due to which the message was generated by cooperative beamforming.

If any relay node, connected to the main network, receives any of these beams con-

taining specific information (BF flag), it will measure the received signal strength

(RSSI). The RSSI is transmitted to sink along with the received message.

The procedure followed by the sink on the successful reception of the message

generated through cooperative beamforming is explained in Algorithm 5 as the
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sink may receive many messages arriving via multiple relay nodes with different

beam power level information (RSSI). It selects the node with the highest RSSI

as a valid relaying agent for communication with the disconnected cluster. The

time slot information (Time slot) contained in the beacon message having highest

RSSI will identify the successful beam direction at the source node. The sink will

acknowledge the receipt of the highest RSSI beacon message by sending acknowl-

edgment directly to the disconnected cluster along with the time slot (Time slot).

The time slot will help the group to set the respective direction corresponding to

the strong beam as the correct direction for future communication. The reference

node in the group, also working as the cluster head asks the other nodes partici-

pating in the cooperative beamforming mechanism to lock their phase adjustment

for the auspicious time slot for future communication with the central part of

the network. The sink may receive the cooperative beam directly without getting

hopped by any relay node. However, the same procedure of acknowledgment will

be followed. Upon successful completion of this process, the isolated cluster will be

able to send the important time-critical packets accumulated at different reference

nodes to the sink.

4.6 Results and Discussion

Table 4.1: Packets allocated to different nodes

Number of Source Nodes Number of Packets Generated Per Source

19 Packets > 50

14 40 < Packets < 50

12 30 < Packets < 40

5 Packets < 30

The proposed scheme is evaluated for received power enhancement to ensure net-

work connectivity by partition healing using cooperative beamforming. Several

rounds of simulation are performed, using MATLAB R2021a® for each scenario.
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The data points are taken as an average of 10 simulation rounds to ensure the

result’s precision. Each simulation is run over the sensor nodes distributed uni-

formly covering an area that varies from 500 m2 to 4000 m2 keeping the number

of nodes and their communication range constant. By examining the scheme’s

efficacy under different node densities, we can gain insights into its performance

characteristics. This analysis provides valuable information for evaluating the

scheme’s suitability and effectiveness in diverse deployment scenarios.

For better understanding besides the detailed experiment setup, we present a

sample experimental setup of the simulation field of 100m ∗ 100m comprising 50

sensor nodes.

The following general assumptions are made for the simulation.

1. Initially, all the sensor nodes have the same power.

2. Nodes are distributed randomly in 2D plane.

3. Nodes are static, i.e. they can not move.

4. The collaborating nodes are assumed to be in line of sight with the refer-

ence node, where delays are calculated through physical distances among

transmitting nodes.

5. The transmitting nodes are equipped with omnidirectional antennas.

6. The communication channel between the transmitting nodes and the sink is

linear with time-invariant response.

7. Nodes are aware of their respective location through inbound GPS devices.

The initial deployment is random, and each node is assumed to have a constant

communication range and bit rate but varying packet rate, as shown in Table 4.1.

The change in topologies with variable packet rates forces some nodes of the net-

work to deplete their energies faster than the others, which causes bottleneck in

the network if such nodes are located at critical locations, such as node labeled 39



Partition Identification and Reconnectivity Through Cooperative Beamforming 89

as shown in Figure 4.4. This bottleneck eventually leads to network partitioning.

In other words, the elimination of the node 39 causes the cluster of nodes 4,15 and

40 to partition and disconnect from the central part of the network. A cooperative

beamforming mechanism is thus executed which results in the generation of high

power beam as shown in Figure 4.5

Figure 4.4: The wireless sensor network with disconnected Partition.

Figure 4.6, depicts the cooperative power analysis of the scenarios, when beam-

forming is available or not available, in terms of the distance between the transmit-

ter and the relay node. The result shows an exponential decrease in received power

of the signals transmitted individually by node 15 with increasing distance, and

eventually, these signals become undetectable at the closest relay node numbered

49. However, after the formation of cooperative beam, the collaborative effort of

all three nodes in the disconnected cluster enables them to reach the nearby relay
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Figure 4.5: Connecting isolated cluster through proposed cooperative beam-
forming mechanism.

node and thus to resume the communication with it. This enables the resumption

of data transmission and facilitates the restoration of network connectivity. high-

lighting the potential of cooperative strategies in mitigating connectivity disrup-

tions. For detail evaluation, we take a comprehensive simulation setup comprising

300 nodes with varying simulation area as mentioned in Table 4.2.

The results are obtained with varying node densities to achieve different scenarios

of partitioning. We can only execute our scheme of partition healing when a refer-

ence node (the one that initiate beamforming) has sufficient number of neighbours.

A significant reduction in the number of disconnected isolated partitions can be

observed in Figure 4.7

as an average of ten rounds each. The trend of the number of disconnected parti-

tions with and without using the beamforming approach can be observed. It can

be noticed that at the simulation area between 2000m2 to 2500m2, the difference

between the curves is quite significant, which means that beamforming mecha-

nism is successful enough to heal a good number of partitions when partitions are
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Figure 4.6: Power analysis of the cooperative beamforming as compared to
individual node transmission in the disconnected cluster.

comprises of large number of nodes. This is because the efficiency of our proposed

approach relies on the number of participating nodes in cooperative beamforming.

Similarly, as we increase the simulation area, the difference between the curves

decreases and they appear to converge. This is because the average node den-

sity tends to reduce with increase in simulation area resulting in large number of

single- node partitions which cannot be handled by our proposed scheme. Figure

4.8 shows a percentage improvement in partition healing. The curve shows that

we can achieve up to 70 % reduction in network partitioning if isolated partitions

have a sufficient number of nodes to participate in cooperative beamforming. In

Figure 4.9, we can observe that by incorporating cooperative beamforming we can
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Table 4.2: Simulation Parameters for comprehensive simulation setup

Simulation Parameter Value

Simulation tool MATLAB R2021a ®

Routing Protocol GRACE

Area 500 m2 to 4000 m2

Number of nodes 300

Communication range 50 m

Energy Consumption in Tx 14.87 mJ

Energy Consumption in Rx 15.39 mJ

Energy Consumption in Listening 3.5 mJ

Data Racket Lenght 1260 Byles

Communication Range 100 m

Node Distribution Uniform Random

Number of Simulation rounds 10-15

Data Rate 256 kbps

significantly improve the network lifetime. In addition, we also perform a com-

parative analysis of the proposed technique PIRCB, with two other recent tech-

niques DPDRU [38] and IDCRWSN [88]. The first technique, DPDRU, assumes a

homogenous static wireless sensor network topology and employs a reactive neigh-

borhood awareness-based partition identification technique for recovery through

static node redeployment using unmanned aerial vehicles. The second technique,

IDCRWSN, uses an intelligent on-demand connectivity restoration technique for

wireless sensor networks and proactively responds to node failures by relocating a

redundant relay node to replace the failed node. These two baseline techniques are

representative of the most widely used partition recovery techniques, i.e., recon-

nectivity through additional static node redeployment and through relocation of

mobility aware existing sensor nodes to establish connectivity in a timely manner.

Thus, we believe that the chosen baseline methods provide a fair comparison and

are representative of the state-of-the-art in partition detection and recovery.

Figure 4.10 describes the network efficiency in terms of the number of successfully
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Figure 4.7: Partition Development/creation with and without using Beam-
forming

Figure 4.8: Percentage reduction in partitions through beamforming as a
healing process

received packets with respect to the alive nodes. This shows that the network

remains stable over a longer period of time when cooperative beamforming based

partition healing is incorporated. In other words, by maintaining network connec-

tivity, we can achieve higher throughput and avoid critical data loss. Since our
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Figure 4.9: Network lifetime with and without using Beamforming

Figure 4.10: Packet delivery ratio comparison

proposed technique does not consume any additional resources and the partition

identification and healing is performed in near real-time; Therefore the packet loss

ratio is very low compared to the other two approaches. In contrast to DPDRU

and IDCRWSN approaches, which rely on the deployment of additional nodes

to resolve network partitioning, our proposed technique, PIRCB, offers distinct

advantages. One of the key differentiators is the reduced time and minimized



Partition Identification and Reconnectivity Through Cooperative Beamforming 95

Figure 4.11: Partition detection time comparison

packet loss associated with partition healing. This can be observed in Figure 4.11,

which presents a comparative analysis of partition detection time. As depicted

in the result, our PIRCB technique outperforms both DPDRU and IDCRWSN

in terms of partition detection time. This superiority can be attributed to the

distributed nature of PIRCB, which eliminates the need for additional messag-

ing among nodes. By avoiding the extra communication overhead and associated

delays, PIRCB significantly enhances the efficiency and effectiveness of partition

detection and resolution. These advantages make PIRCB an appealing choice for

addressing network partitioning in wireless sensor networks. By minimizing the

time required for partition detection and avoiding excessive packet loss, PIRCB

offers improved network performance and contributes to the overall reliability and

robustness of the system.
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4.7 Conclusion

In this chapter, we have proposed a cooperative beamforming-based approach to

retrieve valuable and time-critical data from the nodes trapped in the discon-

nected cluster of a wireless sensor network. In the proposed scheme, we have

addressed both scenarios of the partitions created at the time of deployment as

well as those created during the operation of the network due to node failures.

In this scheme, Sensor nodes trapped in isolated partitions cooperate to form a

directional beam that significantly increases their overall communication range to

reach out to a remote relay node connected to the main part of the network. In

addition, this mechanism increases the fault tolerance ability of a WSN without

requiring additional nodes, minimizing the loss of its critical data in the event

of network partitioning. This provides a robust solution for data-critical wireless

applications.



Chapter 5

Energy Visualization and

Re-Deployment of Nodes in

Wireless Sensor Networks

5.1 Introduction

A wireless sensor network is an ad-hoc network, consisting of sensor nodes that are

interconnected. Data is forwarded on a hop-by-hop basis, i.e., each node forwards

incoming data to the destination, as described in the previous chapters. This en-

tire process consumes energy, so the total energy of the nodes and the network

gradually decreases. The decrease in the energy of the node(s) can lead to two

scenarios: individual nodes are disconnected and disconnected or void regions (net-

work partitions) are created. we consider nodes disconnected when they have so

little energy that they cannot process or send data. whereas disconnected region-

s/partitions occur when nodes that connect to the main part of the network with

the sink are disconnected. In each of the above scenarios, the disconnected nodes

must be replaced, either by deploying additional sensor nodes or by moving an ex-

isting sensor node to the region in question. However, most of the contemporary

systems make the decision of re-deployment after nodes have died out or empty

97
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regions have formed. Thus, this reactive approach can take more time. Moreover,

they operate autonomously, without human judgment, and mostly based on prob-

abilistic models. Therefore, current systems are time consuming, lack precision

and not suitable for real-time WSN applications . As the energy of nodes in the

network gradually decreases and nodes die out at a certain point, node extinc-

tion is a gradual process that occurs over a certain time period. We can use this

information to visualize the energy status of sensor nodes in such a way that it

enables a network manager to identify critical sensor nodes and predict a possible

network partitioning. Using information visualization and visual analysis, we can

enable the network manager to recognize the expected and unexpected semantic

information contained in the data, and enable the manager to combine automated

methods with expert intuition to identify complex patterns of abnormal network

activity. Information visualization is a method that has been used for a long

time to make information clear and easy to understand by using graphical means.

The main goal of visualization is to make visual representations of information

that people can interact with and use their visual perception and problem-solving

skills to get the required information for decision-making. For this reason, more

and more researchers agree that visualization is a useful new tool for visual data

mining [26]

Information visualization is used in a variety of applications, including network

data visualization . Visualizing network traffic is probably one of the first steps in

understanding, evaluating, and finding relevant information in the large amounts

of data in a network. Numerous visualization tools, including scatter plots, colour

maps, etc., have been developed to assist network analysts in their tasks [115].

In the WSN field, several network visualization tools have been introduced to

graphically monitor real-world or simulated sensor deployments. Existing tech-

nologies such as PROVIZ [116] , Spyglass [117], NetTopo [118] and Surge [28]

display network activity between sensor nodes and provide the user with real-

time information about the network topology and collected sensor data to enable

real-time troubleshooting of a deployed sensor network [119]. Although the afore-

mentioned standard data visualization tools, as they stand, add a new dimension
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to network traffic monitoring, they lack the specialized visualization application

required to use information about the energy status of sensor nodes to manage

network partitioning and optimize redeployment to ensure connectivity.

To solve the problem, we have proposed human assisted network visualization to

optimize network connectivity.The proposed visualization technique will enable

a network manager to: (i) identify potential nodes that are about to die out at

a certain time; (ii) identify cuts/partitions in the WSN; and (iii) detect energy

holes in the WSN. (iv) Recommend redeployment at certain locations to avoid

disconnectivity.

The rest of the chapter is organized as follows: section 5.2 describes the proposed

idea. Section 5.3 presents the architecture of the proposed system. Section 5.4

elaborates the visualization technique. The results and evaluations have been

demonstrated in section 5.5 and 5.6 respectively.

5.2 Proposed Idea

The goal of this study is to use energy visualization to find out which sensor nodes

are important and whose failure could cause network partitioning. In addition,

to assist the network manager in optimizing redeployment by determining the

best time and location to deploy more sensor nodes in order to keep the network

connected. If one or more sensor nodes on key communication paths run out of

power and are no longer able to participate in active network functions, this could

lead to cuts that split the network into separate parts causing network partition

as shown in Figure 5.1 and Figure 5.2. Since sensor node energy depletion is

a gradual process in which nodes lose energy over time, we can track energy

depletion to predict node failure before it occurs. This proactive approach can

help us solve the problem before it occurs. In other words, we can say that

this approach can help us avoid the problem before it occurs. In wireless sensor

networks, node failure cannot be avoided in a hostile environment. Therefore, we

can use this approach to avoid undesirable circumstances, such as the occurrence
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Figure 5.1: Cuts in wireless sensor network

Figure 5.2: Partition in Wireless Sensor Network

of partitions or interruptions due to node failures at key locations. The proposed

system employs a visualization technique in WSNs to visualize the energy of the

active sensor nodes to obtain a visual image of the entire network and its energy

status information. We assigned certain colors to indicate the energy status of the

nodes. For example, the green color indicates that the node has the maximum
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energy, while the black color indicates that the node has the minimum energy

state. We set certain threshold values for the energy state, and the colors are

based on those thresholds. To keep the network connected, we must redistribute

the sensor nodes, but the redistribution must be optimal in order to save cost and

labor while providing the best possible results. Our method helps managers and

the deployment team figure out exactly where expected cuts will happen and where

nodes need to be re-deployed to avoid network partitioning, i.e., how many more

nodes need to be put in place in the exact area. Unlike the traditional techniques,

our technique is helpful in pointing out the redeployment region even if the nodes

are not dead yet. However, the trend shows that they will die soon because the

energy of that region or node is low enough that the node(s) will fail soon, which

may disconnect the region from the rest of the network. We used the dataset of a

well-known routing algorithm, GRACE [120], which is realistic and well tested on

the testbed of Java Sun Spot sensors.

5.3 System Architecture

The proposed methodology is based on architecture with some interconnected

modules, namely sensor node, deployment, sensor network; identify partition, en-

ergy mapper, node status, Redeployment, and the human as shown in Figure 5.3.

We will briefly explain all of them in the coming lines.

5.3.1 Sensor Node

The sensor node serves as a fundamental component for detecting and monitoring

a wide range of phenomena, encompassing areas such as temperature, light, humid-

ity, motion, and numerous other aspects pertinent to various domains. However,

it is important to note that these sensor nodes are subject to limitations in terms

of available resources, including memory, energy, computational capability, and

bandwidth. For the purposes of this particular study, the utilized sensor operated

at a frequency of 2.4GHz and facilitated data transmission at a rate of 50Kbps.
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Figure 5.3: System Architecture

5.3.2 Deployment

In this module, the sensor nodes are first placed at suitable locations. It is not

always possible to place every node in the correct location, especially if it is not

done manually. In most cases, placement is not done manually, so dense placement

is recommended to avoid network partitions or at least minimize the probability

of network dis-connectivity. In our case, the initial deployment is random, dense,

and as accurate and optimal as possible. The purpose of such a deployment is

to prolong connectivity and keep the network healthy to the maximum possible

extent. Our deployment area is 1000x1000 meters, with a random and dense

deployment by keeping in mind that all nodes and the sink are stationary.

5.3.3 Sensor Network

When sensor nodes are deployed in a certain area of interest and start communi-

cating, it is called a sensor network. Since it consists of sensor nodes, it inherits

the constraints of sensor nodes and also has its own problems, such as channel
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impairments, connectivity problems, routing problems, power management prob-

lems, congestion, collisions, and security, etc. Our sensor network consists of sensor

nodes and sinks. The routing protocol used in this network is GRACE (GRAdient

Cost Establishment) [120] which is one of the better energy-efficient routing pro-

tocols with an event-driven data generation model at the source node. Our sensor

network is homogenous in nature.

5.3.4 Node Status

This is another module of our architecture that is fed by the sensor network. The

node status module defines and explains the status of each node, such as how much

energy the node has at the moment, and provides other information required by

the energy mapper module.

5.3.5 Energy Mapper

This is the most important module, which serves as the technique foundation.

This module gets the energy level for each node received at the sink and maps it

accordingly. For the purpose of mapping, we make use of the visualization tool

TIBCO Spotfire [121], generate a scatter plot, and assign a color to each node

in accordance with the energy level that it represents. The color green will show

the maximum amount of energy, while the color black will indicate the smallest

amount of energy. There are five unique categories, and each one is denoted by a

color in addition to a percentage difference between 0 and 100 that ranges from 0

to 20%.

5.3.6 Identifying Potential Partition

This module is crucial for deciding at what point connectivity is going to be lost.

In our case, we only tell the network manager the energy level and do not force

a decision on it. This module is coupled with the human module, or, in other
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words, the network manager and his team. This module identifies critical nodes

with respect to their location and energy levels and determine whether the loss of

these nodes will lead to network partitioning.

5.3.7 Redeployment

The scope of the redeployment module is to redeploy the new sensor nodes that re-

place the failed nodes. This redeployment should be done at suitable and optimal

positions. The main objective of the redeployment is to overcome the problem of

disconnectivity and eliminate cuts, holes, which leads to network disconnectivity.

This module is the most important part of the whole architecture. It determines

whether the visualization achieved its goal by determining the optimal location

for sensor redeployment to optimize connectivity. Moreover, there is a close coop-

eration between the generation of results by the visualization and the enforcement

of these results by humans, so the redeployment team must be agile and careful.

5.3.8 The Human

The network manager and his team are collectively referred to as the human

module. The main task of this module is to carefully monitor and check the

visualization of the network against the incoming energy data from the sensor

nodes before taking re-deployment decisions. After that, it is up to this team to

decide whether more sensors should be placed somewhere or not. An intriguing

aspect of our proposed technique is its flexibility and adaptability. It does not

impose resistance if the network manager deems it necessary to deploy more sensor

nodes, even if the visualization results indicate sufficient energy in that particular

region. The proposed algorithm aims to provide the network manager with precise

and up-to-date information regarding the current state of the network, without

enforcing any predetermined decisions. The final determination is left entirely

to the discretion of the network manager, who possesses the autonomy to make

informed choices based on the given information and their expertise.
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5.4 Visualization

For smooth and efficient redeployment of additional sensor nodes to ensure network

connectivity in the sensor network, we have developed an innovative visualization

technique that addresses the following issues: 1) The energy level (energy strength)

of each node must be represented; 2) holes in the network must be identified, and

3) cuts/partitions in the network must be identified. We used color coding for

different energy levels of sensor nodes. In our system, the energy of each node

is communicated to the sink, which is then used by our Energy Mapper module

for visualization. This visualization displays the sensor nodes according to their

energy level. For example, the green color represents the sensor node with the

highest energy level. The black color indicates the ”died out” or ”about to die-

out” nodes. The nodes that have neither the maximum nor the minimum energy

are represented with the following colors: blue, yellow, and red, depending on

their energy level. The energy is given in percentages from 0% - 100%, where 0%

represents the minimum energy level and 100% represents the maximum energy

level. We interviewed ten experts in the field to find out how to match energy

levels with the right color codes. Based on their feedback, we assigned color codes

to each energy level, as shown in the table 5.1. Nodes with an energy level between

80 and 100 percent, for example, are considered ”green” in the network. The nodes

with an energy level lower than 20% are considered black nodes. However, this

color coding scheme is generic and can be customized by the administrator.

5.4.1 Dataset

To obtain the dataset for energy visualization, we simulate one of the most stable

and well-known routing protocols GRACE [120], a routing protocol that maintains

the energy state information of sensor nodes to achieve energy efficient routing in

a WSN. There are more than 4000 readings for 50 nodes in a simulation area of

1000mx1000m, as shown in Figure 5.4. These results were obtained using MAT-

LAB simulation tool. To obtain accurate results, a series of simulation rounds is
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Table 5.1: Color Coding Scheme for Energy Levels of Sensor Nodes.

Assigned Color Energy Level

Green 80% to 100%

Blue 60% to 80%

Yellow 40% to 60%

Red 20% to 40%

Black 0% to 20%

performed. The table 5.2 explains various parameters used to create the dataset

for this visualization technique.

Figure 5.4: The Deployed Network.
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Table 5.2: Simulation Setup.

Parameter Name Values

No of Nodes 50

Initial Energy 4000J

Deployment Area 1000x1000m

Simulation Tool MATLAB R2021a

Routing Protocol GRACE

Data Rate 50 Kbps

5.5 Results and Discussion

In this section, we discuss the results of our technique and then present the evalua-

tion. In Figure 5.4, the initial deployment of 50 nodes is presented in 1000 mx1000

m area. Every node has a x co-ordinate and a y co-ordinate. The connected nodes

are represented by a dotted line between those nodes. Whereas Table 5.3 shows the

Table 5.3: Packets allocated to different nodes

Number of Source Nodes Number of Packets Generated Per Source

19 Packets > 50

14 40 < Packets < 50

12 30 < Packets < 40

5 Packets < 30

number of packets sent by different source nodes. The values depict a diversified

packet generation at different nodes in order to imitate a realistic sensor network

environment. As discussed in dataset section above, there were more than 4000

readings of node energy level from simulation environment. Figure 5.5 visualizes

nodes and energy state information of the sensor nodes at network initialization.

i.e start time reading. There are five different categories of node energy levels,

shown with the help of five different colors. The green color represents the nodes

with the maximum energy level, while the black color represents the nodes with the

minimum energy level. These different color variation helps a network manager in
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Figure 5.5: Initial Energy Visualization.

identifying vulnerable sensor nodes, which can cause potential cut or isolated re-

gions in the network and assist him in taking re-deployment decisions to optimize

network connectivity. Figure 5.6 depict the network scenario after certain time

period of initial deployment. It can be observe, that some of the sensor nodes has

exhausted their energy resources and can no longer actively participate in network

operations and are thus, considered to be died (black nodes). whereas other sensor

nodes energy reduces according to their usage (yellow,red,blue). This is the most

critical phase, where a network manager can identify critical nodes which leads to

partitioning and cuts in the network and take appropriate redeployment decisions

to heal the network accordingly.

Figure 5.7 and Figure 5.8 show that our technique can successfully detect the

isolated partition and network cuts problem using visualization. Thus, a WSN

administrator can easily detect the problem and then take some countermeasures

to ensure connectivity and avoid network partitioning. In Figure 5.11, we can
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Figure 5.6: Energy Visualization after a certain time Period.

observe the state of the network when most sensors have exhausted their energy

resources and the network is about to fail. Additionally, Figure 5.9 and Figure 5.10

illustrate the energy distribution of the entire network, depicted as bars. These

energy values reflect the initial energy levels of the sensor nodes at the network

initialization stage, as well as the energy status at the end of the simulation when a

significant portion of the nodes have depleted their energy, signaling the network’s

imminent demise. the visual representation of energy distribution in the form of

bar charts offers valuable insights into the energy consumption patterns within the

network.

In a nutshell, By analyzing node energy visualization, the network manager can

identify vulnerable nodes that have depleted their energy rapidly and are at a

high risk of imminent failure. This knowledge is crucial as it allows the network

manager to proactively address the situation, preventing network partitioning and

potential disruptions in communication. By promptly replacing or recharging
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Figure 5.7: The Isolated Partition due to Dead Nodes.

these vulnerable nodes, the network’s overall stability and connectivity can be

maintained, ensuring seamless operation and minimizing the risk of data loss.

5.6 Evaluation

To evaluate our system, we conducted a detailed user study. We showed the out-

puts of our visualizations to domain experts with varying degrees of knowledge.

We then examined the feedback from the experts. The assessment was based

on two important factors: 1) identifying vulnerable nodes whose failure leads to

partitioning of the network; and 2) is it necessary at a given time to redeploy

additional sensor nodes in the network to ensure connectivity? The expert team is

made up of people from different universities who are experts in sensor networks.

The experts are divided into three categories and weighted differently according to

their expertise, such as highly experienced, moderately experienced, and novice,



Energy Visualization and Re-Deployment of Nodes in WSN 111

Figure 5.8: The Network Cut Created due to Dead Nodes.

Figure 5.9: Energy levels of nodes at the Initialization.

as shown in Table 5.4. In the highly experienced expert category, the selected ex-

perts had either a Ph.D. in WSN or a Master’s degree (MS) and also had extensive
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Figure 5.10: Energy levels of nodes at the End

Table 5.4: Experts Profile who Evaluated the Technique

S.No Qualification Overall Experience Weight Expertise Level

1 Ph.D 12 3 High

2 Ph.D 10 3 High

3 Ph.D 8 3 High

4 MS 10 3 High

5 MS 6 2 Medium

6 MS 5 2 Medium

7 MS 5 2 Medium

8 BS 1 1 Low

9 BS 1 1 Low

10 BS 1 1 Low

expertise in the field. The category of medium expert includes participants with a

Master’s degree and some experience in the field of WSN. The final category con-

sists of users who has BS degree and enrolled in MS Program doing his research in

wireless networks. Each evaluator is provided with network screenshots depicting
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Figure 5.11: Energy Visualization at the End.

ten different scenarios. These network situations were chosen from several time

occurrences, ranging from the best case to the worst. In addition, we capture

screenshots for some of the scenarios that may result in network disconnection in

the form of a cut or partition. After distributing such screenshots, we requested

their judgement on identifying vulnerable nodes and whether or not we should re-

deploy sensor nodes in the area of interest under the given circumstances to avoid

network partitioning.

To incorporate the expertise level of each evaluator we have considered a weighted

average response Enodei of all the experts against each node in each scenario as

Eq. 5.1

Enodei =

1 if
∑10

i=1 WiEi∑10
i=1 Wi

> 0.60

0 othervise

 (5.1)

where Wi denotes the weights assigned to the evaluator based on their level of
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expertise and Ei denotes the individual response from each evaluator. In a spe-

cific network scenario, feedback against each node was considered “1” (vulnerable

node) if the weighted average response was greater than 60%, otherwise “0” (non-

vulnerable node).

A confusion matrix Figure 5.12 is used to objectively analyze the feedback received

to get a better understanding of the efficiency of the visualization, i.e., how helpful

our visualization is in assisting the network manager to make accurate predictions

about the vulnerability of the node and decide if it needs to be replaced or not.

The confusion matrix consists of four basic features (numbers) used to define the

Figure 5.12: Confusion Matrix.

measurement metrics of the classifier (in our case, an expert) . These four numbers

are:

1. TP( True Positive) : Represents the number of correctly predicted vulnerable

nodes that need to be replaced to maintain connectivity

2. FP(False Positive) : Number of nodes that were incorrectly predicted to be

vulnerable and they did not cause network fragmentation.
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3. FN(False Negative) : Number of nodes that experts assumed did not need

to be replaced, but whose failure caused network fragmentation.

4. TN(True Negative) : Represents the number of healthy/non-vulnerable nodes

that were correctly predicted

Based on these values, the most commonly used performance metrics, Recall,

Precision, Accuracy, and F1Score are calculated to evaluate the efficiency of the

proposed visualization technique presented in Table 5.5.

Recall =
TP

TP + FN
(5.2)

Precision =
TP

TP + FP
(5.3)

Accuracy =
TP + TN

TP + TN + FP + FN
(5.4)

F1Score =
2 ∗ precision ∗ recall
precision+ recall

(5.5)

Figure 5.13 shows the overall accuracy of the classifier, in our case the team of

experts. We can see that the overall accuracy is mostly above 90%, indicating

that our visualization is quite efficient in assisting the network managers to predict

vulnerable nodes and recommend timely redeployment of additional sensor nodes

to ensure connectivity. Figure 5.14, on the other hand, shows the F-score, a

harmonic mean of precision and recall, which balances the result of uneven class

distribution.
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Table 5.5: Experts feedback Evaluation

Network Scenario Recall Precision Accuracy F1Score

1 0.83 0.88 0.90 0.85

2 0.76 0.90 0.92 0.83

3 0.88 0.93 0.94 0.90

4 0.94 0.88 0.94 0.91

5 0.88 0.88 0.96 0.88

6 0.80 0.92 0.92 0.85

7 0.93 0.93 0.96 0.93

8 0.77 0.87 0.88 0.82

9 0.88 0.93 0.93 0.90

Figure 5.13: Accuracy of the identification of vulnerable nodes by Experts.

5.7 Conclusion

This chapter proposes a human assisted solution for detecting vulnerable sensor

nodes and identifying potential partitions caused by node failure. The proposed

solution relies on the visualization of the energy state information of sensor nodes

to detect their vulnerability for their prospective failure. This information can be
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Figure 5.14: F1Score of the identification of vulnerable nodes by Experts.

used by network managers to predict and prevent possible network fragmentation.

The proposed visualization technique also assists network managers in making

redeployment decisions by identifying the exact location and instance to rede-

ploy additional sensor nodes to ensure connectivity. The proposed visualization

technique was evaluated by ten experts and their feedback was used to calculate

three performance metrics, namely precision, recall, and accuracy, which shows

that the proposed technique can adequately assist a network manager in partition

prevention and redeployment decision-making.



Chapter 6

Conclusion and Future Work

6.1 Thesis Conclusion

The maintenance of connectivity and coverage is an important aspect of wireless

sensor networks. It has a significant impact on the QoS aspects of the WSN. The

primary task of any wireless sensor network is to monitor their area of interest for

event occurrences and report them back to a central repository called a sink, which

is only possible if a valid path exists. In this research work, we have investigated

the connectivity issues of wireless sensor networks in detail and observed that the

failure of a critical sensor node located along the path to the sink can lead to

network partitioning. This may prevent a group of active nodes from effectively

communicating time-critical data to the sink, which leads to network underutiliza-

tion and causes the application to malfunctioning. We have proposed solutions for

this problem in three different ways. The first proposed solution is through the

traditional network topological information-based approach, where the sink node

through its knowledge of network topology and sensor nodes’ state information

identifies the partition occurrences and proposes appropriate redeployment. The

second solution is non-traditional and uses cooperative beamforming. while the

third solution is based on energy visualization.

118
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Our proposed traditional solution named as Partition Identification and Redeploy-

ment Algorithm (PIRA) starts with the initialization phase, where sensor node lo-

calization is performed by the sink node through setup messages from each sensor

node in the network. Once the network is operational, all the sensor nodes keep

track of their neighbors, such that if they detect any unresponsive sensor node in

their neighborhood they report it to the sink and assume it to be dead. The sink

then determines whether the failed node has caused a partition based on the infor-

mation collected during the initial setup phase and received from the neighboring

reporting nodes. Furthermore, the re-connectivity of these isolated partitions is

achieved through the optimized deployment of the additional relay nodes taking

into consideration the realistic 3D environment. The performance of the proposed

technique was evaluated using different simulation parameters and compared with

those of the notable existing solutions. The results show that the proposed tech-

nique, PIRA outperforms the existing strategies in terms of the number of detected

partitions, duration of the partition detection, and the energy consumption of the

sensor nodes during partition detection. The proposed technique not only detects

network partitioning with low latency and energy consumption but also causes the

lowest possible overhead in comparison with other techniques. As for as the limi-

tations of the proposed technique PIRA are concerned, it has been observed that

PIRA is not designed to handle partitions caused during the deployment phase or

in scenarios where the network state information is not maintained. It is effective

for detecting partitions in operational wireless sensor networks. It works well when

the network is initially fully connected, and the sink node maintains network state

information. Moreover, PIRA requires additional time for recovery through static

node redeployment. To address the limitations of PIRA and to support real-time

WSN applications, we have proposed a cooperative beamforming-based method

as a second solution. The proposed Partition Identification and Reconnectivity

through Cooperative Beamforming (PIRCB) aims to detect partitions and restore

connectivity in near real-time. Thus, allowing us to retrieve valuable time-sensitive

data from the nodes trapped in the disconnected partitions. In this method, we

have considered both partitioning scenarios that occur during deployment and
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those that occur during network operation as a result of node failures. The pro-

posed PIRCB allows sensor nodes trapped in isolated partitions to work together

to create a directional beam that significantly extends their overall communication

range. This allows them to communicate with a remote relay node connected to

the core network. After undertaking extensive simulations, it has been observed

that the proposed mechanism increases the fault-tolerance capability of a wireless

sensor network without requiring additional resources. It also performs partition

detection and re-connectivity in a timely manner. The simulation results show

that under favorable conditions, the proposed PIRCB can heal up to 70% parti-

tions in almost real time, thus providing a valuable solution for real-time WSN

applications.

In order to devise a preemptive strategy to avoid network partitioning, we have

proposed a third solution based on energy visualization. The proposed solution

is designed to assist the network manager in identification of critical nodes which

may lead to prospective partitions. The proposed technique relies on the visualiza-

tion of sensor node energy state information, thus, enabling the network manager

to proactively detect critical nodes and redeploy additional sensor nodes in their

places to avoid network partitioning. In order to evaluate the effectiveness of our

visualization technique, we have conducted a comprehensive user study involving

field experts. We have sought their feedback in identifying vulnerable nodes that

could potentially result in network partitioning. The feedback has been objectively

analyzed using a confusion matrix to check the efficiency of the proposed visual-

ization in assisting network managers. The study was focused on assessing the

usefulness of the proposed visualization in accurately predicting node vulnerabil-

ity and need for replacement. The results revealed an impressive overall accuracy

rate of over 90 %. This indicates that the proposed visualization is highly effec-

tive in helping network managers to identify vulnerable nodes and make timely

decisions regarding the deployment of additional sensor nodes to prevent network

partitioning.
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6.2 Future Work

As a future direction, the research conducted within this thesis possesses the po-

tential for extension by incorporating the node vulnerability index in relation to

energy depletion. This extension could be achieved through the development of

a partition-aware routing protocol, which prioritizes the vulnerability of sensor

nodes to conserve energy within the most critical nodes, specifically for the trans-

mission of time-critical data. The realization of this objective would involve the

computation of criticality index and connectivity impact costs for nodes during

network operation. Such an approach would not only augment the longevity of

the network, but will also curtail the formation of partitions.

The proposed cooperative beamforming method can be extended to address the

localization of remote nodes situated within the network, which typically re-

main inaccessible through hop-by-hop communication within networks comprising

general-purpose sensor nodes.

The effectiveness of cooperative beamforming relies upon the relative positioning

and quantity of participating sensor nodes. Consequently, its potential can be fur-

ther optimized through the development of a scheduling algorithm that optimally

selects collaborating sensors based on considerations such as residual energy and

relative position in relation to a reference node. Furthermore, the integration of

network conditions and channel characteristics with the proposed algorithm can

facilitate the dynamic adjustment of beamforming parameters, thereby enhancing

performance. Moreover, network coding can be used to minimize the communica-

tion overhead on relay nodes.

The reconnectivity through cooperative beamforming can be integrated into tra-

ditional neighbor information based partition identification techniques to obtain

a hybrid approach which can support real time wireless sensor applications.

In addition to energy visualization of sensor nodes, an expanded scope could en-

compass the provision of more advanced and intuitive representations of sensor
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data. This augmentation may include the utilization of three-dimensional visu-

alization techniques, as well as interactive graphical depictions that effectively

convey sensor analytics and data flow patterns in a more sophisticated manner.

The proposed energy visualization mechanism can be further refined through the

incorporation of machine learning and artificial intelligence algorithms, enabling

the development of sophisticated prediction models that automatically detect net-

work anomalies and perform recovery without the need for human intervention,

facilitating the identification of high-risk nodes and aiding the sink node in relo-

cating mobile sensor nodes to prevent any potential network partitioning.

Furthermore, the proposed sensor network visualization can be utilized to detect

security anomalies within the network, including the identification of compromised

nodes that may be responsible for the creation of wormholes within the network.
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