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Abstract

Particle accelerators propel charged particles to near-light speeds using radio frequency

(RF) cavities that generate the necessary electromagnetic fields. Superconducting RF

(SRF) cavities offer higher acceleration gradients, reduced wall losses, and lower RF

power requirements, making them particularly advantageous. However, they face chal-

lenges such as Lorentz force detuning and beam loading, which disrupt synchronization

and affect beam stability.

Lorentz force detuning occurs when electromagnetic pressure causes mechanical vibra-

tions in the cavity walls, leading to fluctuations in the resonant frequency. This detuning

effect is problematic because it can cause the cavity to fall out of synchronization with

the particle beam, reducing the efficiency of the acceleration process. Beam loading, on

the other hand, is caused by the interaction of the particle beam with the electromag-

netic fields within the cavity. This interaction alters the cavity’s impedance and modifies

the accelerating field, leading to variations in beam energy and stability. Together, these

phenomena introduce significant instabilities in the accelerator system, making precise

control of the cavity fields essential.

This dissertation explores disturbance observer-based control and learning-based dis-

turbance observer algorithms to maintain cavity field stability in the presence of cavity

detuning and beam loading. In the learning-based disturbance observer, the disturbance

estimate is iteratively improved by minimizing the H-infinity norm of the dynamics

from the disturbance to its estimate. The research methodology involves several key

steps. First, the dissertation develops a comprehensive model of superconducting cav-

ities, incorporating the dynamics of internal fields and their interactions with external

disturbances. Using MATLAB, a cavity simulator is designed to facilitate the analysis

and testing of various control strategies. The simulator is employed to implement and

evaluate disturbance observer-based control and learning-based disturbance observer al-

gorithms, focusing on their ability to compensate for Lorentz force detuning and beam

loading. Iterative learning control is also explored, where the control input is refined

over repeated trials to improve cavity field stability. Norm-optimal iterative learning

control results are presented for a Finite Impulse Response (FIR) cavity model, demon-

strating the effectiveness of this approach in maintaining precise control of the cavity

fields.



xi

The main findings reveal that the use of learning-based disturbance observer signifi-

cantly enhances amplitude and phase stability compared to disturbance observer-based

control. This dissertation also provides a concise overview of the fundamental compo-

nents of low-level RF systems and high-power sources for particle accelerators, with a

particular emphasis on high-pulsed-power magnetrons.

In the second phase of research we explore the frequency control problem of high

pulsed power magnetron, a possible potential RF source for future superconducting

accelerators. Due to the unavailability of a superconducting cavity, experiments were

conducted to achieve frequency control of high-pulsed-power magnetrons powering a

normal-conducting side-coupled cavity. The results of these experiments are detailed

and presented within this work, offering practical insights and experimental validation

of the theoretical control strategies discussed.

The contributions of this work include the development of a cavity simulator platform,

improved control algorithms for SRF cavities, and detailed experimental results on fre-

quency control of high-pulsed-power magnetrons. These advancements provide valuable

insights into the optimization of SRF cavity operation in particle accelerators.
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Chapter 1

Introduction

High-energy and high-velocity particle accelerators are essential tools for advancing

research in nuclear and particle physics. Superconducting cavities, with their low power

losses and ability to achieve high accelerating fields, play a critical role in meeting

these demands. This thesis focuses on the control of these high accelerating fields to

enhance the performance and stability of superconducting particle accelerators. This

chapter introduces the thesis, provides the basic motivation for this research work, and

highlights its importance. The chapter is divided into four sections. In section 1.1, the

background and introduction to particle accelerator are discussed concisely. Further in

section 1.2, applications of particle accelerators are briefly presented. In section 1.3,

motivation to do this research, and finally, the organization of the thesis is described in

section 1.4.

1.1 Background

A particle accelerator is a machine that uses electromagnetic fields to propel charged

particles to very high speeds and energies and to contain them in well-defined beams

[1][2]. Historically the charge particle acceleration started with high voltage DC electric

field, called electrostatic accelerators, one such accelerator was built by Cockcraft and

Walton in 1929. This accelerator produced 400KeV and was used to split Lithium

atoms and received the Nobel prize in 1951. In 1924 Ising put forth the idea of utilizing

1
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Table 1.1: History of Particle Accelerators

Year Accelerator Contribution

1928 Resonance Accelerator by Wideröe First radiofrequency particle
accelerator [1]

1929 Cockcroft-Walton accelerator Electrostatic acceleration of
particles leading to the split
of Lithium atom.[2]

1932 Van de Graaff accelerator Electrostatic acceleration of
particles higher than the sys-
tem voltage [3]

1937 Cyclotron Continuous acceleration of
particles[4]

1952 Synchrotron High-energy circular acceler-
ation of particles [5]

1954 Linear accelerator (LINAC) Linear acceleration of parti-
cles for radio thearpy [6]

1959 Bevatron Discovery of antiproton[7]
1960 Alternating Gradient Synchrotron (AGS) Discovery of the muon neu-

trino [8]
1968 Proton synchrotron (PS) Discovery of the charm quark

[9]
1971 Super Proton Synchrotron (SPS) Discovery of the W and Z

bosons[10]
1983 Large Electron-Positron (LEP) Precise measurement of the

W boson [11]
1991 Tevatron Discovery of the top quark

[12]
2008 Large Hadron Collider (LHC) Discovery of the Higgs boson

[13]

time-varying fields across drift tubes, a technique referred to as ”resonant acceleration.”

This approach enables the attainment of energies surpassing those achievable with the

maximum voltage alone. Using a 1 MHz, 25 kV oscillator, in 1928 Wideröe provided

experimental evidence for Ising’s principle, effectively generating 50 keV potassium ions,

This was the first radio frequency particle accelerator. With time due to development in

high-frequency technology, the particle accelerator technology shifted to radio frequency

particle accelerators. A particle accelerator is a machine that uses electromagnetic fields

to propel charged particles to very high speeds and energies and to contain them in well-

defined beams. [1][2]. Historically the charge particle acceleration started with high

voltage DC, but with development in RF technology it is shifted to RF accelerators.
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Figure 1.1: Partricle Accelerator Applications (a) Medicine, Radiotherapy (b) Se-
curity, Cargo scanning (c) Science, LHC CERN (d) Agriculture, Food Irradiation (e)

Industry, NDT (f) Energy, TOKAMAK

1.2 Applications of Particle Accelerators

Particle accelerators find diverse applications across various sectors such as medicine,

industry, scientific research, exploration, security, and energy, among others depicted in

Figure 1.1

Medical Applications: Particle accelerators play a vital role in medical diagnostics

and treatments. For cancer treatment using electron, proton, and photon therapy med-

ical LINACs are used. For imaging and diagnosis radiography, and the production of

radioisotopes accelerators are also utilized [14].

Industrial Applications: Particle accelerators are utilized in various industrial pro-

cesses such as materials analysis, semiconductor manufacturing, sterilization of medical

equipment, and food preservation through irradiation [14].

Scientific Exploration: These accelerators facilitate fundamental research in fields

like high-energy physics, nuclear physics, and particle astrophysics, allowing scientists

to investigate fundamental particles, forces, and the origins of the universe [15].
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Security: Particle accelerators contribute to security measures through non-destructive

testing for identifying material defects [16], screening cargo for contraband and explo-

sives, and scanning luggage at airports for security purposes [17].

Energy Research: Particle Accelerators play a significant role in energy research by

replicating extreme conditions relevant to fusion energy production, plasma heating by

charge particle beams, studying materials for nuclear reactors [18], and developing ad-

vanced nuclear fuels.

Space Exploration: These accelerators aid in space exploration by simulating the

effects of cosmic radiation on spacecraft materials, testing propulsion systems [16], and

analyzing extraterrestrial samples.

1.3 Motivation

Research in low-level RF (LLRF) control in superconducting particle accelerators holds

significant importance for several reasons. First and foremost, LLRF control is essential

for maintaining the precision, stability, and efficiency of superconducting particle accel-

erators. Research in this area aims to optimize LLRF systems to improve the overall

performance of accelerators. This can result in higher beam quality, increased energy

efficiency, and more reliable operation.

Superconducting accelerators are at the forefront of particle physics research. They are

used to explore fundamental particles, forces, and the fundamental nature of the uni-

verse. LLRF control research contributes to enabling these accelerators to reach higher

energies and intensities, which are crucial for conducting groundbreaking experiments

and making discoveries. In an era of growing concerns about energy consumption and

environmental sustainability, LLRF control research plays a vital role in making super-

conducting accelerators more energy-efficient. By fine-tuning the RF control systems,

researchers can reduce energy consumption, which is not only cost-effective but also

environmentally responsible. LLRF control techniques developed for particle accelera-

tors can contribute to many applications. For example, they can be used in medical

accelerators for cancer treatment, industrial material testing, and advanced imaging

techniques. Research in this area can lead to practical, real-world solutions with broad

societal impacts. Superconducting accelerators are technically challenging to design
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and operate. LLRF control research addresses some of these challenges, such as manag-

ing high-powered RF fields, minimizing cavity microphonics, and optimizing feedback

control systems. Solving these technical issues is essential for the reliable operation

of accelerators. LLRF control research is not limited to particle accelerators. It can

also benefit the development of other scientific instruments, such as synchrotrons, free-

electron lasers, and neutron sources. Improvements in LLRF control can lead to more

precise and versatile scientific instruments.

1.4 Organization of Dissertation

In this chapter, an introduction to particle accelerators, their various types, applica-

tions, the significance of the field control problem, and the motivation for conducting

this research work are presented.

Chapter 2 provides a detailed literature review of cavity field control algorithms and

frequency control of magnetrons.

In Chapter 3, the modeling and simulation of single-cell and multicell cavities are ad-

dressed. The mathematical model of the single-cell cavity obtained through its equiva-

lent circuit is simulated in MATLAB, and the single-cell cavity is also simulated in CST

Microwave Studio. Additionally, the equivalent circuit model of the multicell cavity

and its cavity structure is simulated in CST Microwave Studio, emphasizing the effect

of passband modes on the accelerating field inside the cavity. In this chapter different

components of low-level RF systems are also presented, which are essential for under-

standing and implementing RF field control in particle accelerators. A brief overview

of various RF power sources for particle accelerator cavities is also presented.

Chapter 4 introduces disturbance observer-based control and learning-based disturbance

observer approaches for addressing the superconducting cavity field control problem.

Simulation results demonstrating cavity field stability in the presence of detuning and

beam loading are also provided.

Chapter 5 offers a concise overview of various iterative learning control (ILC) algorithms

and presents simulation results of norm-optimal ILC for achieving cavity field stability.

In Chapter 6, high pulsed power magnetron frequency control for accelerator operation

is explored . Due to the unavailability of a superconducting cavity, experiments were
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conducted to achieve frequency control of high-pulsed-power magnetrons powering a

normal-conducting side-coupled cavity. Magnetron frequency control is achieved and

frequency twining is avoided, despite an unusually small mode spacing between the ac-

celerating and the immediate neighboring modes of the accelerating cavity.

Finally, Chapter 7 encompasses the summary and conclusion of the dissertation, along

with delineating future research directions.



Chapter 2

Literature Review

This chapter provides a literature review of various control algorithms and techniques

for addressing the cavity field control problem. It examines the sources of perturbation,

including Lorentz force detuning and beam loading. We have considered these two dis-

turbances as they are the most dominant sources of perturbation in superconducting

cavity and both are repetitive in nature, linked with the cavity transfer function. Fur-

thermore if we consider other disturbances like microhonics, pulse modulator noise and

vacuum pumps noise etc., we would require modeling of the auxiliary systems in particle

accelerator facility, which are beyond the scope of this thesis. In the second phase the

review of literature for magnetron frequency control for particle accelerators is resented.

This chapter highlights the shortcomings and research gaps for further research.

2.1 Cavity Field Control Algorithms

During the last two decades due to rapid development in digital signal processing, many

researchers proposed digital control algorithms for field control problems in supercon-

ducting accelerator cavities. Due to the enormous computational power of DSP, it

became feasible to implement sophisticated control and digital filter algorithms [19].

However, on the other hand, its drawback is added time delay in data conversions and

computations associated with digital systems [20]. Superconducting cavities are narrow

bandwidth cavities and the main sources of field error in superconducting cavities are

7
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Lorentz force (Radiation pressure induced by the high RF field) detuning, Microphonics

(mechanical vibrations), and beam loading [21]. In superconducting RF cavities distur-

bance can be classified into two categories, predictable (repetitive) and unpredictable

disturbances [22]. Lorentz force detuning and beam loading are repetitive disturbances

that are repeated from pulse to pulse while microphonics are unpredictable disturbances,

generally not synchronized with RF system [21, 23]. Factors that make the field control

problem challenging for different accelerator types were presented by Troeng et al.[24].

In this paper, MATLAB simulation results were presented using first order low pass

filter cavity model, low-frequency disturbance with unit step transfer function, and PI

controller. the cavity model used is as under

G(s) =
ω1/2

s+ ω1/2 − j∆ω
. (2.1)

Where ω1/2 is the cavity half bandwidth and ∆ω is cavity detuning. The simulation

results showed that low-bandwidth cavities were sensitive to measurement noise and

high-bandwidth cavities were sensitive to load disturbance, which is why it is harder to

achieve field errors of 0.2% for higher bandwidth cavities than to achieve 0.01% field

errors for superconducting cavities, having a narrow bandwidth. Review of different

cavity field control algorithms are described and their summary is given in Table 2.1.

2.1.1 Disturbance Observer Based Control

The implementation of disturbance observer-based (DOB) control for the pulsed su-

perconducting linear accelerator and general overview of the low-level RF control were

presented by Feng et al [25]. In this work Cavity RF signal of 1.3 GHz was down-

converted to 10 MHz intermediate frequency (IF) and then sampled at 80 MHz by 16

bits ADC. The I/Q components of the IF signal were extracted and then filtered by a

250 KHz fourth-order IIR filter to remove cavity parasitic modes. IQ values were com-

pared with set point tables of I/Q values and I/Q errors were calculated and regulated

using a Proportional Integrator (PI) feedback controller. The regulated I/Q signals were

added with a static feed-forward table and disturbance observer-based (DOB) controller

output and fed to the I/Q modulator to modulate the master oscillator RF signal. In

the cavity, operated at a higher accelerating voltage of 10.5 MV instead of 7.5 MV drift
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in Lorentz force detuning (LFD) was coupled not only with RF phase but also with

RF amplitude and these drifts were transferred to beam energy. The cavity voltage

amplitude was less sensitive to detuning drift compared to the cavity voltage phase as

long as the cavity was operated at resonance. The offset frequency between measured

and actual limited the pulse-to-pulse stability as the PI-feedback control is not sufficient

to reject the detuning drifts. Another limitation was the long pulse beam loading. In

principle, beam loading can be compensated by high feedback gain but this approach

increases the risk of unstable system and noise levels in high frequency components. RF

trips occur because of high feedback gain, therefore higher feedback gains were avoided.

The structure of the DOB control is illustrated in Figure 2.1. Signals u, d and d̂ repre-

Figure 2.1: Basic Structure of DOB Control [25]

sent plant input, disturbance, and disturbance estimate, respectively, and ’FF’ is input

from the feedforward table. Models Gp and Gn represent the transfer function of the

real plant (combination of the cavity, RF source, preamplifier, IQ detector, etc.) and

nominal system models, respectively. Generally nominal plant model can be obtained by

modern system identification tools but if the cavity half bandwidth is much smaller than

other components then the dominant pole is introduced by the cavity itself. In ideal

conditions when cavity detuning is well compensated by tuners and phase calibration-

errors are negligible the nominal plant transfer function Gn is given by

Gn(s) =
K.2πf0.5
s+ 2πf0.5

. (2.2)

where the parameter K and f0.5 is plant gain and cavity half bandwidth respectively.

The filter Q(s) was used to make the G−1 realizable. In this paper the second-order

filter was used, whose transfer function depends on the variable τ , which is related to

filter bandwidth.

Q(s) =
1

(τs+ 1)2
. (2.3)
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In another paper, Dongbing Li et al [26] used disturbance observer-based control for sup-

pression of low-frequency microphonics. The nominal plant model used was a first-order

low pass filter assuming resonance operation of the cavity, so the only parameter used in

the plant model transfer function was cavity half bandwidth and the Plant model was

not estimated in run time. The filter Q was used to make the inverse of the plant model

transfer function realizable. Three types of filters with the same bandwidth were studied

first order, second order, and third order. The third-order filter gave the best results at

the cost of more computations. So the second effective filter in suppressing noise was

selected as a compromise between noise suppression and computational complexity. A

higher bandwidth filter showed better results in suppressing noise at low frequencies

but might induce instabilities. Results clearly showed that PI+DOB control suppress

the microphonics noise and desired amplitude and phase stability of 0.008% (rms) in

amplitude and 0.005 degree (rms) in phase was achieved.

2.1.2 Iterative Learning Control

RF control optimization and Automation for linear accelerator was presented by Zhe-

qiao Geng [27]. In this paper practical aspects of LLRF were considered and several

algorithms and procedures were described such as calibration of DAC offset to reduce

RF leakage from vector modulator, calibrating the RF signal group delay, and flattening

the intra-pulse phase distribution with adaptive feed forward. For RF pulse flattening,

the ILC algorithm and its limitations were presented. ILC is effective with the RF sys-

tem having a fast response to the input. It can be used for flattening small ripples in

the pulse but not for large step variations, that’s why it was activated after the filling

time of the cavity in the middle portion of the pulse. The continuous operation of the

ILC algorithm was not suggested as the error will accumulate from pulse to pulse at the

rise of each pulse.

2.1.3 Hybride DOB and ILC Control

Although DOB control can compensate for both predictable (repetitive) and unpre-

dictable disturbances, its performance is limited by the bandwidth of filter Q used in
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the DOB approach [25]. Iterative learning control(ILC) can compensate for predictable

(repetitive) disturbances and it is not bandwidth-limited. To utilize the advantages

of both DOB control and ILC control Feng et al [28] demonstrated a combination of

both algorithms in a cavity simulator-based test bench, to compensate for predictable

or repetitive disturbances (LFD and beam loading, etc) and unpredictable disturbances

(microphonics, etc.). In the ILC approach, error information gathered from the last cy-

cle is estimated and used to improve the current cycle. Many advanced ILC algorithms

are in practice for performance improvement, fast convergence rate, and robustness. In

this paper [28] plant-inversion-based algorithm was selected due to its fast convergence

rate. Results showed that with Proportional (P) control only, a very clear effect of beam

loading was observed (approx. -0.25%) in amplitude and a tilt in the phase waveform.

This is well compensated by the P+DOB control but the beam loading effect still ex-

isted in the amplitude at the heads and tails of the beam. This was because the very

steep edge of the beam induced very high frequency components and the Q-filter in

DOB control had 3 KHz bandwidth. This Beam loading effect was well compensated by

P+ILC control but a small tilt still existed in phase, which may be due to microphonics

or 10% beam fluctuation in the simulator model. In the case of P+DOB+ILC control

both the beam loading effect and phase tilt were perfectly compensated. A zero-phase

FIR filter was used with ILC control which improved the performance of ILC control.

2.1.4 Active Disturbance Rejection Control

In another paper by Zheqiao Geng [29] disturbance observer-based technique was sim-

ulated for both disturbance rejection and cavity modeling. Beam loading, Lorenz force

detuning, microphonics, and uncertainty in measurements were considered disturbances,

so the Active disturbance rejection control (ADRC) was used as robust control. The

model of the cavity used is given by

dVa

dt
+ (ω1/2 − j∆ω)Va = 2ω1/2(Vg + Vb). (2.4)

where, Va is the phasor representation of cavity voltage, Vg and Vb are effective driving

voltage phasors for RF power and beam loading. In this paper disturbance observer was

used to estimate the cavity parameters in runtime, which were used for the optimization
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Figure 2.2: Cavity model Identification with disturbance observer [29].

of the control process, the process of cavity model identification is given in Figure 2.2 To

make the ADRC effective, the poles of the observer were placed at ten times the poles of

close loop cavity control system. ADRC gave promising results as an alternative to the

existing PI control. Simulation results showed that ADRC resulted in better suppression

of voltage errors compared to proportional feedback control in both amplitude and

phase during the flat top of pulse, also the ADRC provided faster rise time compared

to proportional feedback control. For beam loading compensation feed forward control

was considered. Since initially for the first pulse, the beam cavity parameters were

not estimated, the feed-forward signal was calculated by the desired beam current, and

for the rest of the pulses, the feed-forward signal was refined by the estimated beam

voltage from the disturbance observer, ILC can be an option for feed-forward signal

calculation. Since uncertainties in detuning measurement cause errors or fluctuations

in beam identification, so detuning of the cavity without a beam was used to decouple

contribution to disturbance by detuning and beam loading after the beam is switched

on. For better beam phase measurement results of 100 pulses were averaged.

2.1.5 Linear Quadratic Gaussian Control

Bielawski et al. described the developments in CERN LINAC-4 LLRF [30]. In the

feedback controller previously, a simple PI controller was used for controlling variation

due to beam-induced voltage. A more robust solution, linear quadratic Gaussian (LQG)

was applied for faster and more precise regulation. Kalman predictor using the model of

observed process reliably estimated the next states of the system so that faster feedback

was achieved. The control card had the model of a cavity (a low pass filter) and cables

(delay line). Cavity output state was available and intermediate states were estimated
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in the estimator for faster feedback. Since the LINAC4 machine had different types of

cavities so cavity model needed to be tuned to match the type of cavity in the cavity

control loop card. For transient beam loading compensation Adaptive feed forward was

used because even with the improved LQG +Kalman feedback, it was not possible to

eliminate transient beam loading observed in the first 10µsec. Since transients repeat

at every pulse, so feedforward solution can be used [31–33]. Simulation results showed

that with the combination of feedback and adaptive feedforward, the transient beam

loading effects were much reduced [30].

2.1.6 Sliding Mode Control

In another paper R. Leewe et al [34] presented resonance frequency tuning using reflected

power by sliding mode extremum seeking control. Since the RF cable’s phase noise is

dependent on temperature, so in an environment where temperature is not controlled

resonance frequency tuning by phase of the cavity is time and labor extensive. Reflected

power can be measured at the cavity and the DC signal can be sent to the control room

for computation without errors, so resonance tuning through reflected power has an

advantage in the scenarios, where temperature is not controlled like in TRIUMF’s. For

sliding mode extremum seeking algorithm simulation, two variables were analyzed as

input to the controller, reflected power and reflected voltage. Results showed that the

reflected rms voltage input variable yielded faster convergence and smaller oscillation

amplitude around the optimum operating point as compared to reflected power as input

to the controller.

2.1.7 Adaptive Feed Forward Control

In another paper, by C.Y.Xu et al.[35], feed-forward control of CiADS proton accelerator

was simulated for beam loading compensation. The purpose of this study was to find

the threshold limit of beam parameter variation, which could be compensated by feed-

forward control for desired stability specifications. The parameters studied were beam

current ripple frequency for different beam current amplitudes and beam arrival time

mismatch with feed-forward control activation. Deviation margins were found for these
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parameters for amplitude stability of 0.1% rms and phase stability of 0.1 degrees.

Adaptive feedforward cancellation (AFC) provides a method for canceling internal and

external sinusoidal disturbances with known frequencies. Kandil et al [23] demonstrated

the use of piezo-electric actuators and adaptive feedforward control to damp sinusoidal

disturbances due to microphonics in Superconducting RF cavities. AFC estimated the

magnitude and phase of the sinusoidal disturbances inputs and generated a control

signal to cancel their effect. Zhenyang Lin et al [36] proposed a high-voltage feedforward

technique for correcting the RF phase noise due to high-voltage pulse variation. During

the RF signal amplification by Klystron, the phase difference between the low-power

input signal and the high-power output signal is mainly due to the high-voltage pulse

amplitude variation. A proportional coefficient between RF phase variation and high

voltage feedforward term was found by measurement and then a suitable high voltage

feedforward signal was applied to correct the RF phase in a low-level RF system. For this

purpose, an accurate measurement of high voltage signal was required. Results show that

the RF phase jitter was much improved when the high voltage feedforward system was

on as compared to its off state and the high voltage feedforward system can effectively

reduce the noise caused by modulator pulse voltage variation. The theoretical control

accuracy of this technique was dependent on the accuracy of voltage measurement of

the high-voltage pulse. Since the RF phase depends on several factors like cooling water

temperature, circuit noise, and power supply noise, therefore the phase stability was

improved by optimizing the whole LLRF system.

2.2 Magnetron Frequency Control

In the second phase, review of magnetron frequency control techniques is presented in

this section and is summarized in Table 2.2. RF power source frequency stability is very

crucial for stable operation of particle accelerator.

Tahir et al.[38] developed methods for precise frequency and phase control of a 1.2 kW

CW cooker magnetron. Using a digital frequency synthesizer IC in a negative feed-

back loop, the study achieved stable frequency locking to a 10 MHz reference. The

investigation included characterizing magnetron operation under various conditions and

implementing DSP-based feedback control to improve phase jitter performance. A.C.
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Qiu [22] 2015 ✓ ✓ ✓ ✓ ✓ ✓ ✓

Geng [29] 2017 ✓ ✓ ✓ ✓ ✓ ✓

Z.Lin [36] 2018 ✓ ✓ ✓

Leewe [34] 2018 ✓ ✓

Troeng [24] 2019 ✓ ✓

Bielawski [30] 2019 ✓ ✓ ✓ ✓ ✓

C.Y.Xu [35] 2019 ✓ ✓ ✓

Qiu [25] 2021 ✓ ✓ ✓ ✓ ✓

Qiu [28] 2021 ✓ ✓ ✓ ✓ ✓ ✓ ✓

D.Li [26] 2021 ✓ ✓ ✓ ✓

Dexter [39] reviewed the use of injection locking for magnetron to power superconduct-

ing proton linear accelerators. The study examined phase locking of low-power cooker

magnetron through external injection signals and controlling the magnetron current,

assessing the feasibility of magnetron as RF sources for long-pulse superconducting ac-

celerators.

In [40], Kazakevich et al. showcase how a pulsed magnetron’s power and phase can be

regulated using injection locking. They achieve this by using the output from a contin-

uous wave traveling wave tube amplifier, which is driven by a solid-state signal source.

The paper also offers a comprehensive mathematical explanation of how the injection

signal regulates power.

Zhang et al. [41] conducted a thorough study on how anode voltage ripple affects the
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injection locking of a magnetron, particularly focusing on the frequency pushing effect.

Their theoretical analysis and experimental results revealed that increased power supply

ripple reduces the magnetron’s locking bandwidth. This research is pivotal for achieving

stable injection locking, emphasizing the importance of balancing power supply ripple

and the frequency pushing effect to ensure high-quality output.

Kazakevich et al. [42] developed a straightforward analytical model to fine-tune the

parameters of an RF resonant injected signal used to drive magnetrons. Their experi-

ments confirmed the model’s accuracy, showcasing its potential for quickly controlling

the power of magnetrons in high-current superconducting accelerators.

In another paper Kazakevich et al. [43] introduced a groundbreaking technique for oper-

ating magnetrons in pulsed mode without needing pulse modulators by powering them

below the self-excitation threshold voltage. This innovative method allows for stable

and controllable operation with high efficiency.

In [44] Kazakevich et al. dedicated their research to enhancing the stability of beam

current and magnetron frequency within a microtron injector aimed at a Far-Infrared

Free Electron Laser (FEL). Their efforts yielded notable advancements in stabilizing the

output lasing power, showcasing the potential of stabilized magnetron-driven microtrons

for advanced FEL applications.

Pengvanich et al. [45] developed a phase-locking model from circuit theory to explain

various regimes observed in magnetron injection-locking experiments. Their model re-

covered many of the phase-locking frequency characteristics observed in experiments,

providing insights into the behavior of injection-locked magnetrons.

Ye et al. [46] presented a side band power re-injection locked (SBPRIL) magnetron.

Their theoretical analysis and experimental results showed significant improvements in

spectrum peak and phase noise performance, validating the effectiveness of the SBPRIL

approach.

Yue Song et al. [47] analyzed the effects of a mismatched circulator on the injection-

locked magnetron’s phase differential equation and locked bandwidth. The study pro-

vided numerical calculations showing the impact of circulator reflection coefficients,

aiding in the design of more robust injection-locked systems.

In another paper by Mitani et al. [48], the research outlines the creation of a phase-

controlled magnetron for expanded applications. Using injection locking and phase-

locked loop circuits, the developed magnetron achieves kHz-class pulse operation with
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precise frequency and phase control, showcasing significant improvements in pulse-driven

applications.

In their works [49, 50], Choi et al. detail experiments aimed at achieving frequency

locking and reducing noise in a 2.455 GHz magnetron through a feedback loop. By in-

corporating a high-Q cavity within the loop, they successfully achieve substantial noise

reduction and precise frequency control. These studies highlight the effectiveness of

self-injection locking in ensuring stable magnetron operations, underscoring its practi-

cal relevance in RF applications.

In another paper by Bilokh et al.[51], the study focuses on enhancing magnetron output

power through a feedback loop that injects a portion of the output signal back into

the magnetron. This self-injection locking mechanism improves power output and re-

duces phase noise, making the system more efficient. the portion of the output is fed

back to the magnetron using an additional circulator and a cavity filter tuned to the

desired microwave frequency. In this work study of the circulator leakage leakage is not

considered, furthermore low power magnetron is used in experimentation. In utilizing

this technique for High pulsed power magnetron designing of cavity filter and its tuning

would be challenging due to high surface fields and arcing on movable parts.

2.3 Gap Analysis

Lorentz force detuning and beam loading are significant challenges in the operation

of superconducting cavities. These effects can destabilize the accelerator, leading to

performance degradation. Traditional methods for dealing with these issues involve

feed-forward and feedback control systems that are often complex and less adaptive to

changing conditions. Many researchers have proposed combining Disturbance Observer-

Based (DOB) control and Iterative Learning Control (ILC) with traditional PI control

to address Lorentz force detuning and beam loading compensation. However, the main

limitation of these algorithms is that, despite the repetitive nature of disturbances, their

estimation and compensation are hindered by imperfections in the plant model. To en-

hance compensation for beam loading and detuning, the estimation process must be

improved.

Zheng et al. proposed a learning-based disturbance observer and experimentally tested
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Choi et al. [50] 2008 ✓ ✓ ✓ ✓ ✓

Tahir et al. [38] 2008 ✓ ✓ ✓ ✓ ✓ ✓

bliokh et al.[51] 2011 ✓ ✓ ✓

Kazakevich et al. [44] 2011 ✓ ✓ ✓ ✓

Dexter et al. [39] 2011 ✓ ✓ ✓ ✓ ✓ ✓ ✓
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Zhang et al [41] 2022 ✓ ✓ ✓ ✓ ✓ ✓

the algorithm on UAVs in their work [53]. In this technique, the disturbance estimate

is iteratively improved by minimizing the H-infinity norm of the dynamics from the

disturbance to its estimate. To the best of our knowledge, such a learning-based dis-

turbance observer controller has not been explored for compensation of Lorentz force

detuning and beam loading in superconducting particle accelerators. The design of such

a controller for the aforementioned problem, along with any necessary modifications and

performance analysis compared to existing techniques, represents a research gap that

this thesis aims to address.

In the second phase of research, we explored the frequency control of high pulsed power
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magnetron, a potential possible RF power source for superconducting accelerators. Mag-

netron injection locking is a technique in research to stabilize the magnetron’s frequency

to power superconducting cavity, which generally requires an external stable high-power

source. Implementing this method involves additional hardware, which significantly in-

creases costs, especially for megawatt power magnetron. Addressing this issue, this

thesis explores alternative solutions to mitigate the impact of mode jumping without

relying on costly external frequency locking mechanisms. By focusing on the underly-

ing causes and potential improvements in high pulsed power magnetron operation, the

research aims to fill this critical gap in the field. We used a normal conducting cavity

as load due to unavailability of superconducting cavity and the cryogenic system. The

cavity used had unusually small mode spacing between accelerating π/2 and neighboring

mode. Superconducting cavities operated in π-mode which has smaller mode spacing

as compared to π/2-mode. In normal conducting cavities, fabrication imperfections

can lead to a very narrow mode spacing between the accelerating mode and its nearest

neighboring mode. This narrow spacing can make stable operation challenging when the

cavity is powered by a high-pulsed power magnetron, as the system becomes susceptible

to mode jumping. Mode jumping occurs when the magnetron unintentionally locks onto

a neighboring mode instead of the desired accelerating mode, leading to instability in

operation.

2.4 Problem Statement

”Improve superconducting cavity field amplitude and phase stability, in the

presence of Lorentz force detuning and beam loading by better estimation

and compensation of disturbances”.

Lorentz force detuning and beam loading compromise cavity field amplitude and phase

stability, leading to degraded beam quality and accelerator performance. Better esti-

mation and compensation of these disturbances will significantly improve the amplitude

and phase stability. In the existing literature, the application of learning-based dis-

turbance observer control technique for superconducting cavity field control has not

been explored. This research gap highlights the need for a novel approach to enhance
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cavity field stability by effectively mitigating repetitive disturbances and improving con-

trol precision. The main methodology we adapted to address this problem would be

Designing a learning based disturbance observer controller for superconducting cavity

field amplitude and phase stability that iteratively improve the estimation of repetitive

disturbances like cavity detuning and beam loading.

2.5 Research Objectives

In particle accelerators, cavity voltage stabilization is fundamental to ensuring consistent

energy transfer to particles, maintaining high-quality, low-emittance beams, achieving

effective synchronization across accelerator systems, ensuring reliable operation under

perturbations, and meeting the stringent requirements of demanding applications such

as Free Electron Lasers (FELs), medical therapy, and precision experiments.

The following research objectives are proposed to address critical challenges in cavity

field stabilization and will be explored during the course of this study:

1. Design a learning based disturbance observer controller for superconducting cav-

ity field amplitude and phase stability that iteratively improves the estimation of

repetitive disturbances like cavity detuning and beam loading. The disturbance

observer-based control (DOBC) has been studied extensively in the available lit-

erature for this problem, the application of learning-based disturbance observers

for addressing these challenges remains largely unexplored, presenting a promis-

ing avenue for further investigation.To achieve this objective, the following control

strategies will be simulated and evaluated:

� Mitigate effects of disturbances on the system using Disturbance Observer-

Based Control.

� Prediction and compensation of disturbances with Learning-Based Distur-

bance Observers.

� Apply iterative methods to improve control performance over repetitive op-

erations using Iterative Learning Control.
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2. Develop a cavity simulator incorporating main sources of field perturbations in

superconducting cavities, namely cavity detuning and beamloading. A simulator

that models the effects of cavity detuning and beam loading is an invaluable tool for

testing and refining control algorithms without the need for costly physical setups.

Developing such a simulator not only aids the current research but also provides

a platform for academic and industrial researchers to explore and validate new

control strategies in a cost-effective manner. Furthermore cavity RF simulations

give more insight to cavity model simulation for cavity field control.

3. Frequency control of high-pulsed-power magnetrons, a promising RF power source

for particle accelerators, presents unique challenges. While low-power magnetron

injection locking has been extensively studied in the literature, there is a notable

gap in research concerning the stable frequency operation of high-pulsed-power

magnetrons. Specifically, the interaction between high-power magnetrons and

narrow mode-spacing cavities remains under explored, highlighting the need for

further investigation in this area.

2.6 Summary

This chapter offers an extensive literature survey concerning cavity simulators and con-

trol algorithms designed to address cavity detuning and beam loading. The second

phase of literature survey is about frequency control of magnetron for accelerator appli-

cation including self injection locking, external injection locking and frequency pushing.

Through this review, a few shortcomings in the existing literature are identified, thereby

emphasizing research gaps that this study endeavors to fill. Furthermore, some of these

gaps are identified as potential avenues for future research.



Chapter 3

Accelerator System Modeling and

Simulation

3.1 Introduction

A detailed model of the system being controlled is essential for understanding its dy-

namics, behavior, and response to inputs and disturbances. This knowledge forms the

basis for designing an effective controller. Modeling helps identify key parameters and

characteristics of the system that influence the design and tuning of the controller. In

this chapter, we explain basics of charge article accelerator and their types. We thor-

oughly explained the mathematical modeling of the RF cavity for the field control loop,

presented in Figure 3.1. The three sections, RF accelerating cavity, Low-level RF sys-

tem (LLRF), and high-power RF system are discussed in this chapter. We conduct

simulations in CST Microwave Studio to analyze the internal field dynamics of both

single-cell RF cavities and multicell RF cavities. Additionally, we describe and simulate

their circuit models for transfer functions using MATLAB. The impact of cavity detun-

ing on the accelerating electric field is elucidated through the step response of the cavity

model. In the case of multicell cavities, we simulate an electromechanical model to ana-

lyze the effects of mechanical modes on cavity detuning. Natural mechanical modes are

simulated in ANSYS. High power RF sources and low level RF blocks are also briefly

explained in this this chapter.

22
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Figure 3.1: A generalized block diagram of the Field control loop in LLRF

3.2 Principle of Charged Particle Acceleration

Particle accelerators utilize electric fields to increase the speed and energy of a particle

beam, with magnetic fields guiding and concentrating these particles. The particle

source supplies the particles like protons or electrons that need acceleration. The particle

beam travels in the vacuum confined within a metal beam pipe. Electromagnets guide

and focus the particle beam during its journey through the vacuum tube. The oscillating

electric field inside metal enclosures accelerates these charged particles. These metal

enclosures are called RF cavities. RF cavity is a key component of modern particle

accelerators, which transfer energy to charge particle beams. The resonance frequency

of these RF cavities varies from 100 MHz to a few GHz depending on applications.

Normal conducting cavities are made of copper and superconducting cavities are usually

made of niobium. Superconducting cavities have the advantage of much lower wall
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losses as compared to normal conducting cavities another significant advantage is that

superconducting cavities have larger aperture than copper cavities resulting in reduced

beam-cavity interaction, higher beam current and higher beam quality [1]. The basic

principle of charge particle acceleration can be described by the Lorentz force acting on

charge q moving with velocity v in the presence of electric field ’E’ and magnetic field

’B’.

F = q(E + v ×B). (3.1)

The amount of work done by the force ‘F’ in moving charge ‘q’ through distance ‘l’, is

converted to the kinetic energy gain ‘∆W’ of charge particle given by

∆W =

∫
F.dl = q

∫
E.dl + q

∫
(v ×B).dl. (3.2)

since the distance can be represented by dl = vdt therefore kinetic energy change ’∆W ’

is given by

∆W =

∫
F.dl = q

∫
E.dl + q

∫
(v ×B).vdt = q

∫
E.dl. (3.3)

Equation 3.3, shows that the magnetic field is not responsible for charged particle accel-

eration, we must rely on electric fields for particle acceleration. To accelerate particles

we need to confine the electromagnetic waves to a specific region and generate an electric

field along the direction of particle motion. This is achieved by designing a Radiofre-

quency cavity for accelerating mode. A simple standing wave cavity can be constructed

by adding end walls to a cylindrical waveguide. In a standing wave cavity, the incident

wave with electric field amplitude ′E ′
o and frequency ′ω′ traveling in the ’+z’ direction

will reflect from the cavity end wall and will travel in the ’-z’ direction. The resulting

electric field ’Ez’ is given by

Ez = Eo[cos(kz − ωt) + cos(kz + ωt)],

Ez = Eo[cos kz cosωt+ sin kz sinωt+ cos kz cosωt− sin kz sinωt],

Ez = 2Eo cos kz cosωt,

Ez = F (z) cosωt. (3.4)
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In Equation 3.4, the resulting electric field’s time and spatial dependence are separated.

This is called a standing wave since the field profile depends on position, not on time.

3.3 Types of Particle Accelerators

Particle accelerators can be classified based on several factors: the nature of the RF cav-

ity (traveling wave or a standing wave), the material of the cavity (normal conducting

or superconducting), the type of charged particle being accelerated (such as electrons

or protons) and the intended application (collider or free electron laser). This classifi-

cation scheme provides a comprehensive framework for understanding the diversity of

particle accelerator designs and functionalities. A brief overview of these classifications

is provided here.

3.3.1 Travelling and Standing Wave Accelerator

In a traveling wave cavity, two RF power couplers are installed: one for RF power

entrance and the other for its exit towards the matched load. The RF power enters a

cell near the gun or charged particle entrance, traverses through all cells, and eventually

exits the cavity towards the matched load as shown in Figure 3.2(a).

In contrast, in a standing wave cavity shown in Figure 3.2(b), the RF power enters

the cavity, travels through all cells, and then reflects to the power coupler, forming a

standing wave inside the cavity. In traveling wave cavities, precise phase advancement

between each cell is crucial for achieving the desired energy gain of particle beams. On

the other hand, in standing wave cavities, the suppression of unwanted modes poses a

significant challenge.

Traveling wave cavities typically have larger dimensions due to on-axis coupling. In

contrast, in standing wave cavities, the coupling cells can be moved off-axis, creating

a side-coupled cavity design, which results in a shorter length compared to traveling

wave cavities. To take advantage of both types of accelerators hybrid schemes of both

traveling and standing wave accelerators are also utilized [54]. In few commercial cargo

scanner LINACs bunching section is standing wave while traveling wave cavities used

in accelerating section.
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Figure 3.2: (a) S-band Travelling wave cavity [55] (b) S-band side coupled standing
wave cavity [56]

3.3.2 Normal and Superconducting Accelerator

The choice of material for the accelerator cavity can either be copper (normal conduct-

ing) or niobium (superconducting), each with its own set of advantages and drawbacks.

Normal conducting cavities are well-suited for pulsed operations but not continuous

wave operations due to higher wall losses. Additionally, they require higher peak power

RF amplifiers compared to superconducting accelerators. On the other hand, super-

conducting cavities necessitate a cryogenic system for operation, and tuning issues are

more complex than with normal conducting cavities. In Figure 3.3(a) five-cell Neu-

bium superconducting elliptical cavity for proton acceleration is shown alongside in

Figure 3.3(b) a drift tube linac cavity for the same purpose is presented [57, 58]. To

reduce the strain on the cryogenic system, the walls of superconducting cavities are

considerably thinner compared to those of normal conducting cavities. Consequently, in

superconducting cavities, Lorentz force detuning emerges as a significant source of field

perturbation. Additionally, compensating for microphonics is desirable to enhance field

regulation within the cavity. In normal conducting cavity the lorentz force detuning

does not cause significant frequency detuning due to thick walls.

3.3.3 Electron and Proton Accelerator

Electrons are significantly lighter particles, compared to protons or ions, causing them

to reach relativistic speeds at much lower electric potentials. Consequently, the design
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Figure 3.3: (a) Five cells Superconducting Proton Accelerator Cavity [59] (b) Nor-
mal Conducting Drift Tube Proton Accelerator Cavity [60]

considerations for electron accelerator cavities differ significantly from those for proton

accelerators. Proton accelerators employ various types of cavities, such as LINAC-4

cavities Radio frequency quadrupole (RFQ), Drift tube linac (DTL), Cell coupled drift

tube linac (CCDTL), and Superconducting proton linac (SPL) are specifically tailored

for high-energy proton beams [58].

3.3.4 Collider and Free Electron Laser

Collider and FEL are classifications of particle accelerators according to application. A

collider typically refers to a particle accelerator facility where particles are accelerated

to very high energy and made to collide with each other. These collisions allow scientists

to study the fundamental properties of matter and the universe. Some famous colliders

include the Large Hadron Collider (LHC) at CERN in Switzerland and the Relativistic

Heavy Ion Collider (RHIC) at Brookhaven National Laboratory in the United States.

Whereas FEL is a type of laser that uses a beam of electrons traveling freely through

a magnetic structure to generate coherent electromagnetic radiation. The high-energy

electrons are produced by particle accelerator cavities. Field control requirements of

FEL are much higher than proton linac or colliders [24].
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3.4 Cavity Field Control Challenges

Low-level RF control in a particle accelerator presents a significant challenge due to its

extensive reach across various disciplines. This encompasses RF cavity electrodynamics,

mechanical modes, beam dynamics, as well as the operation of electron guns and pulse

modulators. Virtually every system within a particle accelerator is interconnected with

low-level RF control. To put it differently, experts in low-level RF require a comprehen-

sive understanding of nearly every facet of particle accelerator systems.

Requirements and challenges of Cavity field control may vary based on the type of ac-

celerator ’ Linear or circular’, the type of RF cavity ’normal or superconducting’, the

charged particle to be accelerated ’electron or hydron or heavy ions’ and the application

of accelerator collider or free electron laser, etc.

3.4.1 Sources of Field Perturbations

The stable operation of a superconducting accelerator requires the identification and

control of sources of perturbation in the RF field inside the cavity. There are many

sources of field perturbation; two of them, considered in this research work are described

here.

3.4.1.1 Lorentz Force Detuning

A change in cavity resonance frequency due to deformation by electromagnetic pressure

is called Lorentz force detuning. In a pulsed superconducting accelerator on every pulse

rising and falling edge due to electromagnetic pressure the cavity shape is deformed

and the resonance frequency is changed, electromagnetic pressure on the half cell of

the elliptical cavity is shown in Figure 3.4, near the axis the Lorentz pressure is inward

while at the equator the pressure is outward [60, 61]. Due to Lorentz force detuning

cavity voltage and phase being changed during the pulse, reflected power is increased

and the repetition rate of RF pulses is also limited. Lorentz force detuning is dependent

on the accelerating field gradient and it is predictable from pulse to pulse [62]. Lorentz

radiation pressure on the cavity wall is given by
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Figure 3.4: Electromagnetic pressure on half cell of Elliptical cavity [60].

P =
1

4
[µoH

2 − ϵoE
2]. (3.5)

where, µo and ϵo are permeability and permitivity of free space [61]. Due to deformation

in cavity cell shape frequency shift △f can be described as

△f = −KLE
2
ace. (3.6)

where, KL is LFD coefficient and Eace is acceleration gradient [61]. The change in

amplitude and phase of the accelerating voltage due to cavity detuning is elaborated

in Figure 3.5 [63]. More input power will be required to maintain the desired cavity

voltage and the phase will be adjusted from the drive amplifier of the klystron.

Figure 3.5: The cavity voltage amplitude and phase variation due to the cavity
detuning [64].
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For Lorentz force detuning estimation, cavity voltage Vc from the pickup coil at the end

of the cavity and forward voltage Vf signals are used. The frequency detuning ∆ω can

be estimated by

∆ω =
dϕ

dt
− ω0.5(|2Vf |)Sin(θ − ϕ)

|Vc|
. (3.7)

where, ϕ and θ represents the phases of Vc and Vf repectively and ω0.5 is cavity half

bandwidth [25]. But in cavity simulators, the detuning is estimated by a different

mechanism, dependent on the cavity structure’s mechanical resonance frequencies and

accelerating voltage magnitude.

3.4.1.2 Beam Loading

The effects induced by the passage of a beam through an RF cavity are generally called

beam loading. Due to beam loading multiple phenomena are induced including beam

current fluctuations, pulsed beam transient, Multipacting and field emission, Excitation

of higher order and other passband modes and wake fields [21]. To determine the

effect of beam loading in the superconducting accelerator, it must be included in the

equivalent circuit model. Beam loading and Lorentz force detuning are dominant sources

of error in pulsed superconducting accelerators and are repetitive field perturbations,

which can be reduced by feed forward control. In Figure 3.6, the Phasor diagram for

the representation of cavity and beam voltages is shown. The phasor terms shown are:

Va = cavity accelerating voltage.

ϕ = synchronous phase.

Ib = beam current.

Vb = beam induced cavity voltage.

Vg = generator induced cavity voltage in the absence of beam.

Vg,r = generator induced cavity voltage at resonance in absence of beam.

Va = Vg + Vb (3.8)

Here it is evident that actual cavity accelerating voltage is much changed due to detuning

and beam loading. According to the fundamental beam loading theorem, half of the

beam-induced voltage is faced by the beam itself [65].
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Figure 3.6: Phasor Diagram of Cavity and Beam Voltages in the presence of cavity
detuning

3.5 Cavity Field Control Loop Architectures

Different methods have been developed to control the RF systems of particle accelerators

according to Schilchers work [66]. The main types consist of the Generator Driven

Resonator (GDR), Self Excited Loop (SEL), and Phase Locked Loop (PLL) [60]. These

architectures are briefly explained in this section.

3.5.1 Generator Driven Resonator(GDR) Loop

In a GDR control loop, the RF field’s amplitude and phase synchronize with an RF

reference signal produced by a master oscillator (MO), as depicted in Figure 3.7. Con-

sequently, the operational frequency of the RF system aligns with the frequency of the

MO. Given its ability to generate stable RF fields with specific frequency, amplitude,

and phase, the GDR control method is favored during beam operation in the RF sys-

tem. To initiate a GDR control loop, the feedback initially remains inactive, and a feed

forward signal propels the cavity to establish an RF field close to the desired operating

point of the RF station. Subsequently, feedback control is engaged to achieve the desired

RF field for beam acceleration.

Given that the MO dictates the RF frequency, aligning the cavity resonance frequency
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Figure 3.7: (a) Feedback Control block diagram for Generator Driven Res-
onator(GDR) Loop

with the MO frequency is crucial. However, starting up a narrow-band cavity with an

unknown initial resonance frequency may pose challenges. If the cavity’s detuning from

the MO frequency is significant, the RF drive power will be entirely reflected, inhibit-

ing the buildup of RF fields within the cavity. Therefore, a procedure is necessary to

initially tune the narrow-band cavity when initiating a GDR control loop.

3.5.2 Phase Locked Loop (PLL)

The phase lock loop (PLL), shown in Figure 3.8, provides an alternative method to the

self-excited loop. Both systems can supply RF power to the cavity by keeping the RF

frequency in synchronization with the cavity’s resonance frequency. In the PLL setup,

the relative phase between the cavity’s input and output is regulated by adjusting the

output frequency of a voltage-controlled oscillator (VCO). Using a loop phase shifter,

the frequency of the VCO is fine-tuned to resonate the cavity. A PLL controller ensures

that the output of the phase detector matches a specific target. In cavity test stands,

PLLs are often used to test or condition superconducting cavities with very narrow

bandwidths [68]. The goal is to couple enough RF power to the cavity for high-power
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RF testing or conditioning. Since the cavity is often detuned or the tuner isn’t ready to

adjust it, the PLL steps in to tweak the RF operating frequency, ensuring it follows the

cavity’s resonance frequency. This ensures smooth and effective testing or conditioning

processes.

Figure 3.8: (a) Feedback Control block diagram for Phase Lock Loop (PLL)

3.5.3 Self-Excited Loop

In self-excited loop (SEL) configuration, there’s no need for a master oscillator. Instead,

the cavity probe signal directly stimulates the high-power RF amplifier [67]. A typical

SEL setup is presented in Figure 3.9.

The SEL operates like a positive feedback loop. If the loop’s phase lines up with mul-

tiples of 2π and the loop gain exceeds one at a specific frequency, the SEL triggers an

exponential increase in cavity voltage. This allows the SEL’s operational frequency to

be adjusted using the phase shifter. To ensure that the RF amplifier doesn’t produce

excessive power, a limiter is necessary.

3.6 RF Cavity Model

RF cavity is a metallic structure that encloses the electromagnetic field in such a pat-

tern that supports the acceleration of charged particles introduced in the cavity. The
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Figure 3.9: (a) Feedback Control block diagram for Self Excited Loop (SEL)

patterns of the electric and magnetic fields inside the cavity are classified as modes.

Superconducting cavities can be a single cell or multiple cells, depending upon the ac-

celerator design and applications.

In a single-cell cavity, TM010 mode exhibits the electric field in a longitudinal direction

along the axis of the cavity, and the magnetic field loops in a transverse plane to the

axis of the cavity.

In a multi-cell cavity, there are various passband modes, out of which, π-mode is used

for beam acceleration. π-mode is a passband mode, in which the electric field in each

consecutive cell is 180 degrees apart and longitudinal in direction.

3.6.1 Single Cell Cavity Model

In a single-cell radio frequency cavity transverse magnetic mode TM010 is used for

particle acceleration. In TM010 mode, the magnetic field is in a transverses plane to

the direction of propagation of wave, and the electric field is along the propagation

direction in this case axial direction in an elliptical cell cavity. A single-cell elliptical

cavity is simulated in CST microwave studio and TM010 mode electric and magnetic

fields are shown in Figure 3.10. The axial electrical field is responsible for charged
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particle acceleration. The parallel RLC circuit cavity model of a single cell coupled to

(a) (b)

Figure 3.10: RF Fields Simulation of Single Cell Elliptical Cavity in CST Microwave
Studio (a) Electric Field along the axis(b) Magnetic Field in Transverse Plane

an RF power source via an input coupler is the basis for analyzing multicell cavities

and their properties [66]. The RF source and beam are modeled as current sources

with phasor representations irf and ib respectively. The input coupler is modeled as a

transformer with a ratio 1 : n and Z0 is the characteristic impedance of the transmission

line. The equivalent circuit by transferring the RF source to the cavity side is shown

in Figure 3.11. The phasor irf is the drive current by RF power source, ib represents

the beam current. The phasor vc is the resulting cavity voltage the phasor ic is overall

drive current given by

ic = irf + ib. (3.9)

A Radiofrequency accelerator cavity is usually characterized by its loaded quality factor

(QL), cavity resonance frequency and normalized shunt impedance (r/Q). The math-

ematical relations between RLC circuit parameters and typical cavity parameters are

given in Table 3.1. where,

W = The stored electromagnetic energy in the cavity.

Pcav = The dissipated RF power in the cavity wall.

Pext = The emitted RF power out of the cavity through the input coupler.
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Figure 3.11: Accelerator cavity circuit model with beam current, input coupler, and
RF source

Since the RLC circuit model has complex impedances, this model can be analyzed by

using phasor Laplace transform [60]. The complex impedances of inductor and capacitor

in the RLC model and their transformation from s to ŝ domain are presented in Table

3.2. where the carrier frequency is equal to the input radio frequency. The phasor

transfer function of the cavity Gc(ŝ) can be written as

Gc(ŝ) =
Vc(ŝ)

Ic(ŝ)

=
(ŝ+ jwc)/C

(ŝ+ jwc)2 + (ŝ+ jwc)/(RLC) + 1/(LC)
.

(3.10)

Where, Ic(ŝ) and Vc(ŝ) are phasor Laplace Transform of the ic(input) and the

vc(output). Using the relations in Table 3.1, the transfer function with cavity

parameters can be represented as

Gc(ŝ) =
2w1/2RL(ŝ+ jwc)

(ŝ+ jwc)2 + 2w1/2(ŝ+ jwc)2 + w2
o

. (3.11)

The two poles of Gc(ŝ) are:

ŝp1,2 = −w1/2 ± j
√

w2
o − w2

1/2 − jwc. (3.12)

Since the cavity resonance frequency is typically much higher than the cavity half band-

width (w1/2 ≪ wo), the poles can be approximated to

ŝp1 ≈ −w1/2 + j(wo − wc). (3.13)
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Table 3.1: Cavity Circuit Model Parameters Relations with Typical Cavity Param-
eters [60].

Cavity Parameter Symbol Relation with circuit param-
eter

Resonance Frequency wo wo = 1/
√
LC

Unloaded Quality Factor Qo Qo = woW
Pcav

= woRC = R
Lwo

External Quality Factor Qext Qo = woW
Pext

= won
2ZoC

Coupling Factor β β = Pext

Pcav
= Qo

Qext
= R

n2Zo

Loaded Quality Factor QL QL = Qo

1+β

Normalized Shunt Impedance r/Q R = 1
2 (r/Q)Qo

Loaded Resistance RL RL = R
1+β = 1

2 (r/Q)QL

Half Bandwidth w1/2 w1/2 = wo

2QL

Table 3.2: s and ŝ Domain Representation of Impedance in Cavity Circuit Model.

Element Symbol Impedance in s Do-
main

Impedance in ŝ Do-
main

Resistance R R R

Capacitance C 1/sC 1/(ŝ+ jwc)C

Inductance L sL (ŝ+ jwc)C

ŝp2 ≈ −w1/2 − j(wo + wc). (3.14)

△w = wo − wc. (3.15)

and assume △w << wo, so that Equation (3.11) can be simplified as

Gc(ŝ) =
w1/2RL

ŝ+ w1/2 − j △ w
. (3.16)

In the ŝ-domain with the assumptions stated before, the second-order cavity model is

reduced to a first-order model. Due to a single complex pole, the frequency response is

asymmetric at positive and negative frequencies. In time domain the cavity input and

output phasors relation can be derived and given as:

v̇c + (w1/2 − j △ w)vc = w1/2RLic. (3.17)



Accelerator System Modeling and Simulation 38

0 1000 2000 3000 4000 5000 6000

Time(Micro seconds)

0

1

2

3

4

5

6

7

8

9

10
C

av
ity

 V
ol

ta
ge

 M
ag

ni
tu

de
(V

ol
ts

)

105

w = 0

w = 0.5 w
half

w = w
half

w = 1.5 w
half

w = 2 w
half

Figure 3.12: Cavity voltage magnitude to a step input for single cell cavity model

The step response of the system modeled in Equation 3.17 for different cavity detuning

values are simulated in MATLAB and the amplitude and phase responses are plotted

in Figure 3.12 and Figure 3.13 respectively. The significant effect of cavity detuning on

cavity voltage magnitude and phase are apparent in the results. By representing input

and output in I and Q components the above model can be represented as a MIMO

model in which the real and imaginary parts are coupled to each other. The Coupling

of these components are shown by the step response of the system for different cavity

detuning values in Figure 3.14. The MIMO system state-space equation given as: v̇CI

v̇CQ

 =

−w1/2 −△ w

△w −w1/2

vCI

vCQ


+w1/2RL

iCI

iCQ

 .

(3.18)

Where vC = vCI+jvCQ and iC = iCI+jiCQ. The state-space equation matches well with

the modern control theory. It is suitable for implementing discrete algorithms derived

from the cavity model. The above state space model can be represented in following

form,uI and uQ as real and imaginary control inputs to the cavity plant transfer function.
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 v̇CI

v̇CQ

 =

−w1/2 −△ w

△w −w1/2

vCI

vCQ


+

w1/2 0

0 w1/2

uI

uQ

 .

(3.19)

The cavity electrical model transfer function is given in Equation (3.20), which is further
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Figure 3.13: Cavity voltage Phase to a step input for single cell cavity model

split into two transfer functions to separate the real and imaginary parts because Matlab

Simulink doesn’t handle complex coefficient transfer function. The transfer function is

multiplied and divided by the complex conjugate of its poles as given under:

Gc(ŝ) =
w1/2RL(ŝ+ w1/2)

ŝ2 + 2w1/2ŝ+ w2
1/2 +△w2

. (3.20)
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The above equation can be written as

Gc(ŝ) = Gr(ŝ) + jGi(ŝ). (3.21)

Where,

Gr(ŝ) =
w1/2RL(ŝ+ w1/2)

ŝ+ 2w1/2ŝ+ w2
1/2 +△w2

. (3.22)

Gi(ŝ) =
w1/2 △ wRL

ŝ+ 2w1/2ŝ+ w2
1/2 +△w2

. (3.23)

In the above equations Gr(ŝ) and Gi(ŝ) will give the real and imaginary part of ac-
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Figure 3.14: Cavity voltage I and Q components for a step input for single cell
cavity model

celerating voltage that is I and Q values. In the transfer functions given in Equation

3.22 and Equation 3.23, w1/2 and RL are assumed constant and the cavity detuning △w

is variable due to Lorentz force and microphonics. It is worth mentioning that if the

cavity detuning △w is zero then I and Q loops in Figure 3.15 will be decoupled.
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Figure 3.15: Cavity’s Voltage I and Q components and their coupled transfer func-
tions

Figure 3.16: Side view of 9-cells TESLA Cavity [60].

3.6.2 Multicell Cavity Model

A multicell cavity is formed by interconnecting numerous single-cell cavities, with power

coupled to them through a single power coupler located at the beam pipe connection of

the first cell. In contrast to a single-cell cavity, the multicell design enhances efficiency,

as the charged particle beam traverses each cell, progressively gaining energy. However,

challenges arise with multicell cavities, such as the presence of pass band modes that

are unsuitable for acceleration and the existence of higher-order modes that can impact
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Figure 3.17: Electric field magnitude along the cavity axis in the multicell cavity
for π/9 mode.

beam quality. Addressing these issues is crucial for optimizing the performance of mul-

ticell cavity-based acceleration systems.

In a multicell cavity, fundamental passband modes are classified based on the phase

difference between the accelerating fields in adjacent cells. For example, in the π-mode,

the accelerating fields in adjacent cells have a 180◦ phase difference, while in the π/2

mode, the phase difference would be 90◦.In Figure 3.16, the famous 1.3GHz elliptical

nine-cell TESLA cavity[69–72] is depicted, dimensions mentioned in the figure are of

famous nine cells 1300MHz TESLA cavity. We have simulated this cavity in the CST

microwave studio for internal field dynamics. The eigenmode simulation results of the

first nine pass band modes are presented in this section. In Figure 3.17 the Electric field

profile in all cells of the cavity and Electric field magnitude along the axis in π/9−mode

are plotted. The π/9 − mode indicates that the electric field in each successive cell is

π/9− radians apart.

Simmilarly the results for 2π/9 − mode in Figure 3.18, 3π/9 − mode in Figure 3.19,

4π/9−mode in Figure 3.20, 5π/9−mode in Figure 3.21, 6π/9−mode in Figure 3.22,

7π/9−mode in Figure 3.23, 8π/9−mode in Figure 3.24 and π −mode in Figure 3.25
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Figure 3.18: Electric field magnitude along the cavity axis in the multicell cavity
for 2π/9 mode.

are presented. we have simulated the structure with identical cell dimensions for middle

and end cells, furthermore, the end cells are connected to beam pipes so the field ampli-

tude in each cell is not flat or similar. In practice, the end cell dimensions are slightly

different from the middle cells for flat field amplitudes.

The π-mode is the desired, for particle acceleration in this nine-cell cavity. For the

control algorithm test, the cavity simulators developed usually consider the transfer

function of two neighboring modes π −mode and 8π/9−mode [73].

Just as a single cell cavity is represented by a parallel RLC circuit driven by a current

source, the multicell cavity is represented by multiple serial RLC circuits interconnected

with one another and driven by a voltage source, as depicted in the Figure 3.26. These

individual cell circuit models are interconnected through capacitors ′C ′
k, representing

cell-to-cell coupling, and the end cells are connected to a beam pipe represented by

capacitance ′C ′
b. The cavity parameters and the circuit parameters are related via the

Table 3.1. Due to the serial RLC model, these relations are different from the single-cell

parallel RLC circuit model. By Applying Kirchoff’s law to each current loop the circuit
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Figure 3.19: Electric field magnitude along the cavity axis in the multicell cavity
for 3π/9 mode.

equation in the s domain are

((β1 + 1)R1 + sL1 +
1

sC1

)I1 +
1

sCk

(I1 − I2) +
1

scb
I1 = Vg,

1

sCk

(In − In−1) + (R1 + sL1 +
1

sC1

)In +
1

sCk

(In − In+1) = 0,

1

sCk

(IN − IN−1) + (R1 + sL1 +
1

sC1

)IN +
1

sCb

IN = 0.

(3.24)

Applying relations in the table we get

(s2 + 2w1/2,Ls+ w2
oe)I1 −

κw2
o1

2
I2 = 2sw1/2,LVg/RL1,

(s2 + 2w1/2,os+ w2
om)In −

κw2
o1

2
In−1 −

κw2
o1

2
In+1 = 0, 1 < n < N,

(s2 + 2w1/2,0s+ w2
oe)IN − κw2

o1

2
IN−1 = 0.

(3.25)

Figure 3.17 to Figure 3.25 illustrates the field profile of the fundamental passband

modes with accelerating fields along the length of the cavity in a nine-cell configuration.

From Equation 3.25 it can be concluded that the multicell cavity has multiple resonance
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Figure 3.20: Electric field magnitude along the cavity axis in the multicell cavity
for 4π/9 mode.

frequencies around woe and wom. In cavity design usually cell-to-cell coupling and cell-to-

beam tube coupling are kept very small i-e κ << 1 and γ << 1. With these assumptions

wo1 ≈ woe ≈ wom. Since superconducting cavities have very small bandwidth and very

high quality factor so Qo1 >> 1 and Qext >> 1, which correspond to w1/2,L << wo1 and

w1/2,0 << wo1. In Equation 3.25 by substituting ŝ = s + jwc, roots of the polynomial

(s2+2w1/2,Ls+w2
oe) are around two frequencies (wc+woe ≈ 2wc) and (wc−woe = ∆we).

Simmilarly roots of (s2+2w1/2,os+w2
om) are around (wc+wom ≈ 2wc) and (wc−wom =

∆wm). Since we are interested in the envelope of input and output, we neglect the higher

frequencies around 2wc and the simplified phasor equations in ŝ domain for multicell

cavity would be

(ŝ+ w1/2,L − j∆we)I1 + j
κw2

o1

4wc

I2 = w1/2,LVg/RL,

(ŝ+ w1/2,o − j∆wm)In + j
κw2

o1

4wc

(In−1 + In+1) = 0, 1 < n < N,

(ŝ+ w1/2,o − j∆we)IN + j
κw2

o1

4wc

IN−1 = 0.

(3.26)
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Figure 3.21: Electric field magnitude along the cavity axis in the multicell cavity
for 5π/9 mode.

where, ∆we is the cavity detuning of end cells and ∆wm is the cavity detuning for

middle cells. Using k = −j
κw2

o1

4wc
, a = −w1/2,L + j∆we, b = −w1/2,o + j∆wm and

c = −w1/2,o + j∆wein state space the Equation 3.26 can be written as

ẋ = Ax + Bu. (3.27)

where, A =



a k

k b k
. . . . . . . . .

k b k
. . . . . . . . .

k b k

k c


,

B =
w1/2,L

RL
,



Accelerator System Modeling and Simulation 47

Figure 3.22: Electric field magnitude along the cavity axis in the multicell cavity
for 6π/9 mode.

x =
[
i1 i2 . . . in . . . iN−1 iN

]T
,

u =
[
vg 0 . . . 0 . . . 0 0

]
,

To find out the frequency response the transfer function of the cavity can be derived

from the state space equation given by

G(ŝ) = (ŝI − A)−1B. (3.28)

The frequency response of the cavity can be computed for a particular cavity if we know

the matrix A and B. As an example consider a nine cell TESLA cavity with Qo1 = 1010,

wo1 = 2π × 1275MHz, κ = 1.98% , β1 = 3× 104 and wc = wo1. With these parameters

the eigenvalues of system matrix ’A’ can be computed. Each eigenvalue represents a

distinct passband mode. The real part of the value would represent the half bandwidth

of a particular passband mode and the imaginary part corresponds to the frequency
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Figure 3.23: Electric field magnitude along the cavity axis in the multicell cavity
for 7π/9 mode.

offset from the carrier frequency.

The cavity transfer function from the state space equation would be

G =
1.411e65

ŝ9 + a1ŝ8 − a2ŝ7 − a3ŝ6 + a4ŝ5 + a5ŝ4 − a6ŝ3 − a7ŝ2 + a8ŝ + a9

,

(3.29)

where,

a1 = 2.404e04− 7.847e08j,

a2 = 2.6e17 + 1.604e13j,

a3 = 4.404e21− 4.727e25j,

a4 = 5.125e33 + 6.41e29j,

a5 = 5.307e37− 3.37e41j,

a6 = 1.306e49 + 2.487e45j,

a7 = 6.156e52− 2.749e56j,

a8 = 2.625e63 + 6.78e59j,

a9 = 2.117e66− 7.193e69j.
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Figure 3.24: Electric field magnitude along the cavity axis in the multicell cavity
for 8π/9 mode.

In Figure 3.27 magnitude plot, each sharp peak represents a pass-band mode and each

pass-band resonant mode contribute 180 degrees in the phase plot. From these results

it’s evident that a multi-cell cavity’s phasor transfer function exhibits numerous poles,

each associated with a distinct passband mode. The normalized frequency response with

the lowest frequency mode having zero offset frequency is π/9-mode and the passband

mode with the highest frequency is π-mode having 25MHz offset frequency. The pha-

sor transfer function for a multi-cell cavity, encompassing all passband modes, can be

expressed by extending the phasor transfer function of a single-cell cavity, as described

in Equation 3.30

G(ŝ) =
i=N∑
i=1

Giw1/2,i

ŝ+ w1/2,i − j∆wi

. (3.30)

Here the gain ’Gi’ defines the relative amplitude and direction of the field in each

passband mode, w1/2,i and ∆wi define the half bandwidth and frequency offset from the

center frequency for each passband mode i-e detuning for each mode.
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Figure 3.25: Electric field magnitude along the cavity axis in the multicell cavity
for π mode.

Figure 3.26: RLC Circuit model of a multicell cavity [60].
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Table 3.3: Multicell Cavity Circuit Model Parameters Relations with Typical Cavity
Parameters.

Cavity Parameter Symbol Relation with circuit
parameter

Single cell Resonance Frequency wo1 wo1 = 1/
√
L1C1

Single cell Unloaded Quality Factor Qo1 Qo1 = wo1W1

P1
= wo1L1

R1
=

1
wo1R1C1

First cell External Quality Factor Qext1 Qext1 = wo1W1

Pext
= wo1L1

n2
1Zo

First cell input Coupling Factor β1 β1 = Pext

P1
= Qo1

Qext1
=

n2
1Zo

R1

First cell Loaded Quality Factor QL1 QL1 = Qo1

1+β1

First cell Loaded Resistance RL1 RL1 = n2
1Zo + R1 = (1 +

β1)R1

Cell to Cell coupling factor κ κ = 2C1

Ck

Cell to beam tube coupling factor γ γ = C1

Cb

Resonance frequency of end cells woe woe = woe

√
(1 + κ/2+ γ)

Resonance frequency of middle cells wom wom =
√
1 + κ

Half bandwidth of the cell with input coupler w1/2,L w1/2,L = wo1

2QL1

Half bandwidth of remaining cells w1/2,o w1/2,o = wo1

2Qo1
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Figure 3.27: Frequency response of 9 cells TESLA cavity,the lowest frequency π/9-
mode normalized to zero.
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Table 3.4: Eigen values and corresponding passband modes.

Mode Eigen Value Mode Frquency Mode Half Band-
width

(MHz) (KHz)

π −2604.971 + 157.328j 1300.039 2.605

8π/9 −5120.831 + 152.469j 1299.266 5.121

7π/9 −4739.462 + 138.784e6j 1297.088 4.739

6π/9 −4038.409 + 117.818e6j 1293.751 4.038

5π/9 −3163.477 + 92.101e6j 1289.658 3.163

4π/9 −2228.733 + 64.733e6j 1285.302 2.229

3π/9 −1349.208 + 39.016e6j 1281.209 1.349

2π/9 −631.826 + 18.051e6j 1277.872 0.632

π/9 −163.473 + 4.3675e6j 1275.695 0.163
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Figure 3.29: Step Response of 8π/9mode transfer function
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Figure 3.31: Half bandwidth of different modes for various coupling coefficients ’k’

In multicell cavity each passband mode will have the step response like the single cell

cavity step response and would depend on each mode individual half bandwidth and

the cavity detuning.

Since we power the cavity with a narrow band RF source with center frequency equal

to the accelerating mode, which is π-mode in this case, so only the nearest mode i-e

8π/9 is considered in field calculation. All the other modes are very far and would not

contribute in cavity field. The practically used transfer function would be

G(ŝ) =
Gπ.w1/2,π

ŝ+ w1/2,π − j∆wπ

+
G8π/9.w1/2,8π/9

ŝ+ w1/2,8π/9 − j∆w8π/9

. (3.31)

Step response of π-mode and 8π/9−mode for different detuning values corresponding to

individual modes half bandwidths are plotted in Figure 3.28 and Figure 3.29 respectively.

Here individual mode isolated transfer functions are plotted, in actual if the detuning

value is increased to such extent that the other mode is excited in the cavity then
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that mode’s transfer function would contribute in the step response. In Table 3.4 the

8π/9mode has broader half bandwidth as compared to πmode that’s why 8π/9mode

exhibit faster rise time in step response. This is very important result, as on the basis

of time domain signals the cavity mode shifting in between very closely spaced modes

can be detected.

The dispersion curve is the plot of passband mode frequency, plotted for three cell-to-cell

coupling factor values (k = 0.97%, 1.97%, 2.97%) in Figure 3.30. From these dispersion

curves, it is evident that by increasing cell to cell coupling factor the mode spacing

is increased. In the mode spectrum, the maximum mode spacing is near π/2 mode,

and π.mode has very small mode spacing. In Figure 3.31, the effect of the coupling

coefficient on the bandwidth of all the passband modes is elaborated. In the case of π

and π/9 modes the cavities with smaller cell-to-cell coupling have smaller bandwidth as

compared to larger cell-to-cell coupling.

3.7 Cavity’s Electromechanical Model

Superconducting cavities have very high quality factors and lower bandwidth further-

more their walls are thin for lower cryogenic load, which is why they are very sensitive

to mechanical oscillations or disturbances. As the electromagnetic field builds up in-

side the cavity it exerts Lorentz force on cavity walls and due to thin cavity walls,

mechanical oscillations change the resonance frequency and hence the cavity voltage.

This coupling between the mechanical and electrical aspects of the RF cavity is dealt

with in the electromechanical model. There are several mechanical modes of a cavity

structure, at different frequencies, with various oscillation patterns. We have done a

modal analysis of nine cell cavity in ANSYS, resulting first six natural resonant modes

presented in Figure 3.32 to 3.37. The magnitudes of oscillations are exaggerated by

thousands of times to distinguish between modes of oscillation patterns. Since the end

cells are fixed with beam pipe static positions, their oscillation magnitudes are minimal

in nearly all modes. The lowest frequency mode or first mode is a transverse mode at

35.153Hz frequency, shown in Figure 3.32. In this mode, the maximum displacement

is in the middle cells and all cells are displaced in the same transverse direction. The

second mode is also a transverse mode at 89.911Hz shown in Figure 3.33, in this mode



Accelerator System Modeling and Simulation 56

Figure 3.32: Mechanical mode1

the middle cells are at the node and two half waves are displaced out of phase with each

other. The third mode is the longitudinal mode at 152.77Hz, shown in Figure 3.34, in

this mode, the middle cells have more displacement than outer cells, it is different from

the first mode as the first mode is in transverse direction and this mode is longitudinal

one. The fourth mode is a mixed mode at 160.01Hz, having three half waves along

the cavity axis shown in Figure 3.35 similarly in Figure 3.36 another mixed mode at

235.35Hz in which cells are tilted in transverse and longitudinal both directions. The

sixth mode is a longitudinal mode at 302.85Hz shown in Figure 3.37 with two half waves

and a node at the middle cells. In the simulated modal analysis, the mode frequencies

are different from the results by solyak et.al.[74], because we have simulated just the

cavity, not including the helium tank, coupler ports, and fitting fixtures.

The relation between cavity detuning and the cavity voltage, having m mechanical

modes, is described by the cavity’s mechanical model [60] given in Equation 3.32.

d2∆wm

dt2
+

wm

Qm

d∆wm

dt
+ w2

m∆wm = −Kmw
2
m|vc|2. (3.32)

where, |vc| = Cavity voltage magnitude

wm = Resonance frequency of mth mechanical mode

∆wm = Time-varying Cavity detuning for mth mechanical mode

Qm = Quality factor of mth mechanical mode
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Figure 3.33: Mechanical mode2

Figure 3.34: Mechanical mode3

Figure 3.35: Mechanical mode4
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Figure 3.36: Mechanical mode5

Figure 3.37: Mechanical mode6

Km = Lorentz detuning constant for mth mechanical mode

Equation 3.32 is a nonlinear model in which, cavity detuning is proportional to square of

the the cavity voltage magnitude. At steady state ∆wm = −Km|vc|2. The overall cavity

detuning is given by the superposition of all the cavity detunings by each mechanical

mode. For M mechanical modes the overall cavity detuning is given by

∆w(t) =
M∑

m=1

∆wm(t). (3.33)

The state space model of Equation 3.32, is given in Equation 3.34, with following states

and input

x1 = ∆w,
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Figure 3.38: Electrical and mechanical models coupled with each other

x2 = ∆ẇ,

u = |vc|2,

ẋ1

ẋ2

 =

 0 1

−w2
m

−wm

Qm

x1

x2


+

 0

−Kmw
2
m

u.

(3.34)

The cavity’s electrical model’s output i-e cavity voltage is input to the mechanical model

and the cavity’s mechanical model’s output is cavity detuning which is proportional to

the square of the cavity voltage magnitude. This coupling between the electrical and

mechanical model is shown in Figure 3.38.

We utilized MATLAB Simulink to simulate both the mechanical and electromechanical

aspects of the cavity model and used an adaptive PI controller due to the time-varying

cavity model. To ensure the accuracy and realism of the cavity parameters, we sourced

the necessary data from the TESLA technical report 2003-06 [75] given as.

Mechanical resonance frequencies = [280 340 420] Hz,

Quality factor all Mechanical resonance frequencies = 100,

Lorentz Force detuning constant = [0.4 0.3 0.2] Hz/(V/m)2,

Load Resistance RL = 1560MΩ,

Cavity Half bandwidth B1/2 = 210Hz.

The cavity is simulated in MATLAB using the aforementioned parameters. In the step

response of the cavity for 15mA input current, we observed time-varying detuning,

depicted in Figure 3.39, which exhibits exponential decay. This variation in detuning
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Table 3.5: I-loop and Q-loop, PI controller gains Kp and KI for different cavity
detuning values.

Cavity Detuning (Hz) Kp,KI (I-loop) Kp,KI (Q-loop)

1600 0.01, 27.8 0.01, 0.2

1400 0.01, 27.4 0.01, 0.1

1200 0.01, 25 0.01, 1

1000 0.01, 25 0.01, 4.05

800 0.01, 21.5 0.01, 5.2

600 0.01, 19.5 0.01, 7.5

400 0.01, 17 0.01, 9

200 0.01, 15 0.01, 11

0 0.01, 13 0.01, 13

-200 0.01, 13 0.01, 17

-400 0.01, 9 0.01, 17

-600 0.01, 7.5 0.01, 19.5

-800 0.01, 5.2 0.01, 21.5

-1000 0.01, 4.05 0.01, 25

-1200 0.01, 1 0.01, 25

-1400 0.01, 0.25 0.01, 27.5

-1600 0.01, 0.2 0.01, 30

-1800 0.01, 0.1 0.01, 30

-2000 0.01, 0.1 0.01, 31

renders the cavity model time-variant. To maintain stable cavity voltage magnitude

and phase, we designed a gain-scheduling PI controller. This controller’s proportional

and integral coefficients are optimized for various cavity-detuning values. Subsequently,

these gains are adjusted according to the cavity detuning computed by the mechanical

model, which takes the cavity accelerating voltage magnitude from the output of the

cavity electrical model as input. The corresponding proportional and integral gains,

denoted as Kp and Ki, for the I and Q loops across various cavity detuning values, are

listed in Table 3.5.
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Figure 3.39: Time varying cavity detuning resultant of three dominant mechanical
resonance frequencies, when a cavity is derived by a step input.

3.8 Low Level RF(LLRF) System

The low-level RF system is a system that measures, controls and regulates the RF field

in a particle accelerator. Low-level RF systems include a Master Oscillator, Preampli-

fier, IQ modulator, IQ demodulator, Mixers, Filters, and RF controller. A generalized

block diagram of the field control loop including the low-level RF system is presented

in Figure 3.1.

The pickup antenna on the cavity picks up an RF signal which is then down-converted

to an intermediate frequency (IF) by mixing it with a local oscillator signal (LO). The

resulting IF signal is then processed by an IQ detector to separate the I and Q compo-

nents. These components are subsequently filtered using an Infinite Impulse Response

(IIR) filter before being compared to values in a set point table. Any errors generated

by this comparison are then fed to the controller, which in this case is a Proportional

Integrator (PI) controller and a disturbance observer-based (DOB) controller. The out-

puts of these controllers are the I and Q components, which are converted back into

an IF signal by the IQ-Demodulator, and then up-converted to an RF signal. This

RF signal is then sent to the preamplifier to drive the high-power RF source (such as
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a Klystron). The output of the Klystron, via the waveguide and directional coupler,

powers the RF cavity through the input power coupler, completing the feedback loop.

The basic components of the LLRF system are described as under.

3.8.1 Mixers

Mixers are signal multipliers. The output of a mixer is the signal which is a product of

the two input signals. By simple trigonometry, it can be shown that if two signals with

frequencies fRF and fLO are multiplied with each other then the output signal will have

two frequency components ”fRF+fLO” and ”fRF−fLO”. By filtering we can get the lower

sideband for down-conversion, as depicted in Figure 3.40. The benefit of down conversion

lies in the fact that it reduces the signal’s frequency while retaining crucial amplitude

and phase information that we aim to manipulate. This lower-frequency signal can

be effortlessly converted into a digital format using readily available Analog-to-Digital

Converters (ADCs), after which digital control algorithms can be implemented. In the

Figure 3.40: Mixer output spectrum with centered RF signal

LLRF system mixers are used for down conversion from RF signal at frequency ωRF to
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intermediate frequency ωIF and for upconversion from ωIF to ωRF . For this purpose,

a stable local oscillator at frequency ωLO is required. For understanding the working

principle consider two signals x1 and x2 at frequencies ωRF and ωIF respectively with

phase difference ϕ as described in Equation 3.35. The output of mixer denoted by y is

given in Equation 3.37

x1 = A1Cos(ωRF t+ ϕ);x2 = A2Cos(ωLOt). (3.35)

y = A1Cos(ωRF t++ϕ) ∗ A2Cos(ωLOt). (3.36)

y =
A1A2

2
Cos((ωRF − ωLO)t+ ϕ) +

A1A2

2
Cos(ωRF + ωLO + ϕ)t. (3.37)

ωIF = ωRF − ωLO. (3.38)

3.8.2 IQ modulators

Usually, a fixed-frequency RF signal is represented by its phase and amplitude, which is

the signal representation in a polar coordinate system. Consider a signal with amplitude

”A” and phase ”ϕ”, represented as a vector with magnitude ”A” at angle ”ϕ” with the

x-axis. For the IQ representation of the signal, the x-axis is marked as real I i-e in

phase and the y-axis as imaginary Q i-e in quadrature. These I and Q are projections

of the vectors on real and imaginary axes.

x = Aejϕ = I + jQ. (3.39)

when the signal is converted into I and Q components by IQ demodulator as shown in

Figure 3.41 the magnitude and phase of signals are preserved, which is the output of IQ

modulator as shown in Figure 3.42 and can be computed from IQ components as

A =
√

I2 +Q2 ; ϕ = tan−1(
Q

I
). (3.40)

To elaborate the IQ variation with magnitude and phase, consider a sinusoidal signal

with exponential magnitude variation and low-frequency sinusoidal phase variation rep-

resented in Figure 3.43. Its magnitude and phase variation and corresponding I and Q

variations are plotted at the bottom of the Figure.
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Figure 3.41: IQ Demodulator

Figure 3.42: IQ Modulator
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Figure 3.43: Magnitude and phase variation in RF signal and their corresponding
IQ variation

3.8.3 Reference Master Oscillator

Reference Master Oscillator (RMO) is a highly stable signal source to drive the

LLRF system. RMO signal is frequency divided to produce intermediate frequency

frequency(IF) and clock(CLK). If signal is further mixed with the RMO signal for the

local oscillator(LO) frequency as depicted in Figure 3.44. RMO also provides the RF

signal for the Klystron drive amplifier.

3.8.4 Filters

Filters are used at various stages of the LLRF system. For example, at the down-

conversion stage a low-frequency bandpass filter is used similarly at upconversion high-

frequency bandpass filter is used.
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Figure 3.44: LO and CLK Generation by RMO

3.8.5 RF Controller

RF controller is designed to generate the control input to drive the RF drive such that

the cavity signal follows the reference desired output. The error signal is generated

by comparing the cavity signal and setpoint values and in the RF controller section

the error signal is processed to produce a control input to achieve the desired cavity

field. The setpoint IQ values are compared with the IQ values obtained after down-

conversion and IQ modulation of the cavity voltage signal. Nowadays this section is

usually implemented in FPGAs. Adaptive feedforward and disturbance observer-based

control with PI control have been studied in this thesis.

3.8.6 Pre-amplifier

Nowadays due to development in solid state technology high frequency and Kilowatts

power range solid state amplifiers are available. These amplifiers serve the purpose of

a klystron driver called pre-amplifiers. For example, a 200W pulsed power amplifier is

used to drive 10 MW power Thales TH-2157A klystron. In a pulsed particle accelerator,

the trigger for the pre-amplifier is synchronized with a pulsed modulator and electron
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gun pulse power supply. The amplitude and phase of the output of the pre-amplifier

depend on the master oscillator driving the preamplifier.

3.9 RF Power Sources for Particle Accelerators

The functioning of particle accelerators heavily relies on RF power sources, essential

for supplying the energy required to accelerate particles to high velocities. These power

sources exhibit a diversity of forms, each designed to meet the specific needs of particular

accelerator setups. In this chapter, a concise overview of different radio frequency (RF)

sources for accelerators is presented. We will comprehensively explore Magnetrons and

Klystrons as RF power sources employed in particle accelerators.

3.9.1 Magnetron

Figure 3.45: RF Field and electron trajectories in Crossection diagram of magnetron
[77].

The magnetron is a vacuum tube oscillator designed to generate high-power microwaves.

Its structure comprises a central cathode responsible for emitting high-energy electrons,
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Figure 3.46: Magnetron equivalent circuit model with load impedance ZL

resonant cavities surrounding the cathode within a cylindrical anode, and an axial mag-

netic field that guides the electrons in the circular path between the cathode and the

resonant cavities. A pickup antenna located on one of the resonant cavities serves to

couple the microwaves produced within the magnetron to the waveguide.

The cross-section diagram of a magnetron, highlighting the electron trajectories and RF

field is depicted in Figure 3.45. The electron Q1 takes energy from the RF field and hits

back the cathode while the electron Q2 gives energy to the RF field and travels to the

anode block. The cloud of electrons is formed between the cathode and anode and due

to the presence of a cross-magnetic field these electrons move in a circular path forming

wheel spokes type movement in pi-mode oscillation, boot straping is used to support

this mode.

Magnetron is an oscillator, which is usually modeled as an LC tank circuit, Resistance

R for wall losses, a negative impedance Zm, and load impedance ZL as shown in Figure

3.46 [76].

3.9.2 Klystron

The Klystron is a vacuum tube amplifier that operates based on the principle of velocity

modulation of an electron beam. In the input cavity, known as the buncher cavity, RF

energy couples with the electron beam. This RF energy typically originates from a solid-

state RF amplifier, known as the Klystron RF drive. As a result of the RF signal, the

electron beam undergoes velocity modulation, forming bunches. These bunches travel

a distance from the buncher cavity to another cavity called the catcher cavity through
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Figure 3.47: The Two Cavity Klystron [78].

Table 3.6: Comparison of the Magnetron and the Klystron as an RF Source for
Particle Accelerator

Parameter Magnetron Klystron

Cost Lower Higher

Size Smaller Larger

Efficiency Higher Lower

Frequency Tuning range Large small

Noise Higher Lower

Modulator Cost Lower Higher

Peak Power Lower Higher

Frequency and power stability Lower Higher

a beam pipe referred to as the drift space. In the catcher cavity, RF energy from the

electron bunches couples with an external waveguide through an output antenna. This

working principle of klystron is elaborated in Figure 3.47.

Klystrons offers several advantages, including precise frequency control, higher peak

power, and the ability to precisely control frequency, amplitude, and phase. However,

Klystrons also have drawbacks such as higher cost, larger size, and the need for higher

pulse voltage requirements from modulators as compared to magnetrons. the compari-

son of klystrons and magnetron are presented in Table 3.6.
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3.9.3 Tetrodes

In old particle accelerators tetrodes were used as RF power sources to drive RF cavities

[79]. The tetrode, an early electronic vacuum tube composed of four essential elements,

played a pivotal role in the formative stages of electronics. It featured a cathode, re-

sponsible for emitting electrons when heated, and an anode (also known as a plate)

that gathered these emitted electrons to facilitate their flow within the tube. Positioned

between the cathode and anode, the control grid allowed precise control over the flow of

electrons, making tetrodes invaluable for amplifying electrical signals. Furthermore, the

screen grid, strategically placed between the control grid and anode, acted as a protec-

tive shield, enhancing the tube’s performance by mitigating issues like ”grid current.”

Tetrodes found extensive use in early 20th-century electronics, particularly in radio

technology and communication systems, due to their ability to achieve high gain and

power amplification. However, they were not without their drawbacks, including sec-

ondary emission, which introduced distortion into output signals, and the phenomenon

known as the ”tetrode kink.” In response, further technological advancements led to

the development of more sophisticated vacuum tube types, such as the pentode. While

solid-state devices like transistors eventually supplanted tetrodes in modern electronics,

their historical significance in shaping electronic technology remains unquestionable.

3.9.4 Inductive Output Tubes (IOT)

Inductive Output Tubes (IOTs) were initially called klystrodes because they represent

a hybrid technology that merges resonant circuit concepts from cavities with grid mod-

ulation techniques used by triodes and tetrodes. While initially conceptualized by Haeff

in the 1939 [80], but their commercial manufacturing was achieved in 1982 [81].

Traditional IOTs were used in TV transmitters as audio and visual channel amplifiers

they are also used in particle accelerators [82]. They are used on several international

high-energy particle accelerators such as European Spallation Source (ESS) CERN and

Diamond [83].

IOTs function similarly to triodes, permitting the flow of electrons from the cathode

to the anode when the plate carries a positive charge, a process regulated by the grid.

IOTs extract RF power from an electron beam by directing it through a resonant cavity,
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which initiates beam bunching at the cathode through the application of RF voltage.

In contrast to Klystrons, IOTs possess a shorter structure due to the utilization of a

single resonant cavity. This design allows for better control of a wider electron beam,

resulting in enhanced overall efficiency, which has been documented to reach impressive

levels, sometimes as high as 80% [84]. However, it’s worth noting that IOTs exhibit

lower gain and necessitate a higher drive power compared to alternative technologies,

such as the Klystron. Another drawback is that its upper-frequency limit is 1.3GHz,

which is dependent on transit time between cathode and grid [85]. At CERN in LINAC4

the buncher cavity is powered by high power IOT operating at 352MHz at 1Hz and 2Hz

repetition rate, which may be replaced by solid state amplifier in future.

3.9.5 Solid State RF Source

The ongoing advancements in solid-state technology suggest the potential replacement

of high-power vacuum tubes within the 100 to 3000 MHz frequency range [86]. The

primary advantage of solid-state technology is the enhanced reliability it offers when

compared to vacuum tubes, which require extremely high voltage power supplies, typ-

ically in the multi-kilovolt range. Solid-state amplifiers operate at significantly lower

voltages, reducing this reliability concern by orders of magnitude.

For accelerator projects which require megawatt RF power, Klystron [87–93] and multi-

beam Inductive output tubes(MBIOTs) are still the only candidate. Additionally, the

use of Solid-State Power Amplifiers (SSPAs) can lead to substantial energy savings in

driving Superconducting Radio Frequency (SRF) cavities when employing an optimized

feeding profile during pulsed operation. SSPAs offer several advantages, such as mod-

ularity, high efficiency, low phase noise, reduced harmonics, lower maintenance and

operational costs, redundancy, quick start-up, and cost-effectiveness. These features

make them a compelling choice for various projects, especially in the mid-range power

levels, ranging from a few kilowatts to several hundred kilowatts. The development of

SSPA technology gained momentum at the SOLEIL synchrotron, where it successfully

replaced vacuum tube amplifiers for powering its booster and storage rings [94]. This

achievement has led to the widespread adoption of SSPA technology in facilities world-

wide, resulting in energy savings, cost reduction, compactness, improved reliability, ease
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of mass production, and extended use across different frequency bands.

Furthermore, collaborations with industry experts in high-power broadcasting appli-

cations have yielded superior SSPA designs, aiming to fully replace mid-range power

vacuum tubes. These projects have resulted in significant power reduction and en-

hanced redundancy. SSPA technology has expanded into higher frequency ranges, such

as the L-band, thanks to Gallium Nitride (GaN) semiconductor technology. It has been

utilized in various projects, including accelerators, superconducting linear accelerators,

and other applications.

Efficiency improvement in RF power sources is a crucial focus, with a 10% increase in ef-

ficiency leading to substantial operational cost reductions. However, achieving improved

efficiency can sometimes complicate design and increase costs. Higher complexity can

also pose challenges in tuning SSPA modules within a system due to amplitude and

phase variations. The RF community seeks approaches that balance efficiency, com-

pactness, ease of production, and affordability for next-generation RF power sources.

Handling full power reflection during the cavity-filling period is another concern for RF

power sources, especially in high-intensity accelerator facilities. This issue remains a

subject of theoretical studies, with practical solutions still in development.

In designing RF power sources, SSPA module and sub-system properties are interre-

lated, making it challenging to prioritize efficiency, cost, and complexity. A successful

design not only maximizes DC-to-RF conversion but also minimizes cost and complex-

ity. In summary, the evolving landscape of solid-state technology, particularly SSPAs,

is revolutionizing the field of RF power sources by offering improved reliability, energy

efficiency, and performance across various applications.

3.10 Summary

In this chapter, we begin by introducing the single-cell cavity model and presenting

simulation results, aimed at providing a foundational understanding of accelerator cavi-

ties. Subsequently, we explore the internal RF dynamics of the nine-cell TESLA cavity,

accompanied by a modal analysis of its mechanical aspects. The simulation results

highlight the significance of understanding cavity internal field dynamics within the

model. Integrating this understanding into the cavity simulator enhances its accuracy.
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We provide an overview of the fundamental building blocks and key components of the

low-level RF system of a particle accelerator.

Moving forward, the following chapter explores the application of disturbance observer-

based control to address the cavity field control problem.



Chapter 4

Disturbance Observer Based

Control

4.1 Introduction

Disturbance observer-based (DOB) control is a control strategy that improves the abil-

ity of control systems to withstand external influences that affect the system output but

are not directly regulated. These disturbances include system uncertainties, noise, and

external forces. The fundamental idea behind DOB control is to estimate and correct

these disturbances in real time using a disturbance observer that provides a compensat-

ing signal to the controller, thereby optimizing the system’s performance. The controller

then adjusts the system output to counteract the disturbance’s impact. DOB Control

is widely used in various fields such as robotics, automotive engineering, aerospace, and

particle accelerators. Traditional DOB control block diagram with plant transfer func-

tion Gp(s), nominal plant transfer function Gn(s) and filter Q(s) is shown in Figure

4.1. In designing Traditional DOB, the inverse of the plant transfer function is required.

To make the inverse realizable the filter Q(s) is designed. Since nominal plant transfer

function Gn(s), used in DOB design may differ from the actual plant Gp(s), so dis-

turbance estimation may have errors. The bandwidth of filter Q(s), further limit the

performance of DOB as the disturbances with higher frequency than the bandwidth of

filter Q(s), will not be estimated and so would not be compensated [95].

74
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Figure 4.1: Conventional DOB Diagram

4.2 Learning based DOB

Learning-based DOB was proposed by Zheng et. al.[53] and is described in this section.

The motivation for learning base DOB is the iterative learning control (ILC). It is par-

ticularly useful for repetitive disturbances, in our case beam loading and Lorentz force

detuning are repetitive disturbances.

In learning-based DOB, the estimation of disturbance by conventional DOB d̂o is im-

proved by the term d̂fi , which is computed by the historical data of the system. The

learning-based DOB framework is presented in Figure 4.2. The disturbance estimate d̂

is given by

d̂ = d̂f + d̂o. (4.1)

In the learning scheme, the recursive learning term computed from the previous iteration

is added to the current iteration The learning law for the iterative learning scheme is

given as under

d̂fi+1 = d̂fi + L(z)ei. (4.2)

Where, L(z) is learning function, d̂fi+1 learning term in current iteration, d̂fi and ei

are learning term and tracking error in the previous iteration respectively. If Gr(z) is
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Figure 4.2: Learning-based Disturbance Observer Scheme with PI Controller

transfer function from reference to output Gf (z), is transfer function from d̂f to output

and Gd(z) is transfer function from disturbance d to output then output can be written

as

y = Gr(z)r +Gf (z)d̂
f +Gd(z)d. (4.3)

For ith iteration output yi would be

yi = Gr(z)ri +Gf (z)d̂
f
i +Gd(z)di. (4.4)

Similarly fir i+ 1 iteration output yi+1 would be

yi+1 = Gr(z)ri+1 +Gf (z)d̂
f
i+1 +Gd(z)di+1

= Gr(z)ri+1 +Gf (z)[d̂
f
i + L(z)(ri − yi)]

+Gd(z)di+1.

(4.5)

From Equation (4.4) we can write

Gf (z)d̂
f
i = −Gr(z)ri −Gd(z)di+1 + yi. (4.6)
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Substituting value in Equation (4.5) we get

yi+1 = [1−Gf (z)L(z)]yi +Gr(z)(ri+1 − ri)

+Gd(z)(di+1 − di) +Gf (z)L(z)ri.
(4.7)

Now the tracking error is given by

ei+1 = ri+1 − yi+1. (4.8)

ei+1 = [1−Gf (z)L(z)](ri − yi)− [1−Gr(z)](ri+1 − ri)

−Gd(z)(di+1 − di).
(4.9)

Assuming r and d are consistent over iterations then ri+1 = ri and di+1 = di resulting

in

ei+1 = [1−Gf (z)L(z)](ri − yi)

= [1−Gf (z)L(z)]ei.
(4.10)

Learning convergence is achieved by iteratively refining of disturbance estimation. The

learning function is designed in such a way that tracking errors will be reduced with

time. This can be described as infinity-norm minimization problem:

∥1−Gf (z)L(z)∥∞ < 1. (4.11)

4.3 Modified Learning Based DOB for field Control

problem

We simulated the iterative learning Equation (4.2), for field control problem in a su-

perconducting accelerator cavity model with a PI controller in MATLAB,Simulink and

the result was an unstable system, as the cavity voltage magnitude increasing to infin-

ity. Therefore the learning law is modified by introducing a recursive coefficient a, the

modified learning equation is given as

d̂fi+1 = ad̂fi + L(z)ei. (4.12)
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For stable operation of the system, the value of the recursive coefficient is taken as 0.9.

We incorporated learning-based DOB and DOB with PI controller, secondly we have

activated the learning scheme after the transient peak of cavity voltage to avoid excessive

overshoot in cavity voltage response and gradually increased the recursive coefficient ’a’

to its final value ’0.9’ for better transient response.

By using the modified learning Equation (4.12), the Equation (4.7) will be changed to

yi+1 = [a−Gf (z)L(z)]yi +Gr(z)(ri+1 − ari)

+Gd(z)(di+1 − adi) +Gf (z)L(z)ri.
(4.13)

With the above updated equation the error in Equation (4.10) will change to

ei+1 = [a−Gf (z)L(z)]ei + [1−Gr(z)](ri+1 − ari)

−Gd(z)(di+1 − adi).
(4.14)

For consistent values of r and d over iteration as assumed for Equation (4.10), for

a = 0.9, we can write

ei+1 = [0.9−Gf (z)L(z)]ei + [1−Gr(z)](0.1ri)

−Gd(z)(0.1di).
(4.15)

Since in the absence of disturbance, system is tracking well the reference input in steady

state, so Gr is approximately equal to one, therefore [1−Gr(z)](0.1ri) would not con-

tribute much to the error in each iteration and its effect is also reduced by Gd(z)(0.1di)

term, which is verified by the results presented in the Section 4.4.

In recursive error Equation 4.15, the dominant term is [0.9 −Gf (z)L(z)], Smaller the

magnitude of this term, the faster the convergence of learning scheme, as the track-

ing error in each iteration will be reduced. In Figure 4.3 bode magnitude diagram

of [0.9 − Gf (z)L(z)] is plotted for different values of L=1:0.5:5. It is evident that

below 20KHz the convergence of the learning scheme would be much better so the

low-frequency disturbances will be compensated much faster than higher frequency dis-

turbances. In the beam loading case, higher frequency components only exist at the

head and tail of the beam pulse, which may be compensated by feed-forward control or

would be lower if the rising and falling edges are not very steep.
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Figure 4.3: Effect of learning Function L is studied on learning convergence. Bode
magnitude plot of |0.9−Gf (z)L(z)| for L = 1 : 0.5 : 5.

4.4 Simulation Results and Discussion

The cavity baseband model for π-mode is simulated in Simulink MATLAB with PI,

DOB, and learning-based DOB controllers. PI gains Kp = 80 and KI = 1.3 × 105 are

used [25]. For disturbance observer-based (DOB) control, we have assumed the nominal

plant model with a mismatch in cavity half bandwidth and −20Hz offset in cavity

detuning, 1µsec loop delay and 50Hz cavity half bandwidth. For better transient results

the PI gains and DOB gains are gradually increased during the rise time of pulse.

A trapezoidal beam pulse is introduced during the flat portion of the voltage pulse

[73] having 66µA peak current [25] as shown in Figure 4.4. The Q(s) filter used in

disturbance observer-based control to make the inverse of the plant transfer function

realizable is second-order low pass filter having a transfer function

Q(s) =
1

(τs+ 1)2
. (4.16)

Where τ defines the filter bandwidth. At the rising and the falling edge of beam pulse

frequency components are higher and to compensate for a very sharp beam pulse higher
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Figure 4.4: Trapezoidal Beam Pulse Waveform, 66µA, 2ms

bandwidth the filter is required in the disturbance observer otherwise higher frequency

components in disturbance would not be estimated and compensated. If the sampling

time is Ts then the actual system’s time delay Td is modeled as digital delays equal to

the floor value of ratio of Td and Ts, given as

Delay = z−k, where k = ⌊Td

Ts

⌋. (4.17)

In Figure 4.5. the cavity voltage magnitude for DOB+PI and LDOB+PI controller,

are ploted. The reference tracking convergence time and steady-state tracking error

are much better in the case of LDOB as compared to DOB control. Due to faster

convergence, flat top duration is increased and wider beam pulse load can be managed.

The cavity voltage phase is plotted in Figure 4.6, showing better tracking to the reference

phase in the case of LDOB+PI as compared to DOB+PI controller.

In Table 4.2, a comparison of the performance of DOB and LDOB is presented. The

learning function was tuned to the value of 4.4 for −10Hz cavity detuning, for other

cavity detuning, it needs to be optimized that’s why for L = 4.4, at detuning of −10Hz,

LDOB gives best results. Overall performance in magnitude and phase stability of

LDOB+PI control is much better than DOB+PI control. From the results presented it

is evident that a learning-based DOB gives a better magnitude and phase stability in

superconducting cavity field control problem as compared to conventional DOB.
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Figure 4.5: Cavity Voltage Magnitude for LDOB+PI and DOB+PI Controller,
Elaborating Flat Top Voltage Stability

Figure 4.6: Cavity Voltage Phase for LDOB+PI and DOB+PI Controllers, Elabo-
rating Phase Stability during Flat Top

In [25] results of conventional disturbance observer with proportional control for beam

loading compensation was presented, which were better than proportional only or PI

control only. Proportional control without integral action gives a steady-state error,

which might be improved by feedforward control, furthermore the flat top portion is

lesser in proportional plus DOB control as compared to PI plus DOB control, not

suitable for longer beam pulse operation. We have simulated PI plus DOB and PI plus

learner-based DOB and improvement in Magnitude and phase stability was observed as
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Figure 4.7: Effect of Recursive Coefficient a on Cavity Voltage Magnitude Tran-
sients, Elaborating Overshoot and Magnitude Stability in Flat Top

presented in Table 4.2.

In [28] iterative learning control plus DOB control were tested in the RF cavity simulator

test bench but in iterative learning control the data from the previous pulse was used

to improve the current pulse and disturbance observer performance was not improved

Table 4.1: Effect of Recursive Coefficient a on Overshoot and Magnitude Stability.

a %Overshoot Voltage Magnitude Stability

∆A/A (% rms)

0.9 3.88 0.0447

0.8 2.47 0.0849

0.7 2.17 0.1067

0.6 2.05 0.1161

0.5 1.97 0.1213

0.4 1.93 0.1245

0.3 1.90 0.1267

0.2 1.88 0.1283

0.1 1.86 0.1295
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Figure 4.8: Cavity Voltage Magnitude for LDOB+PI and DOB+PI Controllers,
variable Recursive Coefficient a Switched on at 1.5msec and Reach to 0.9 at 2msec,

Additional Overshoot due to LDOB is Reduced

during the current pulse operation. In learning-based DOB, during the current pulse the

error is reduced by iterative learning. In future iterative learning disturbance observer

in combination with iterative learning control may be tested for further improvement in

cavity voltage stability from pulse to pulse. For different values of recursive coefficient

’a’ the learning- based DOB is simulated and the cavity voltage is plotted as shown in

Figure 4.7. The percent overshoot and voltage magnitude stability (△A/A (%rms))

during flat top is given in Table 4.1. The percent overshoot during transient the response

is lower at lower values of recursive gain ‘a’ in the learning scheme but △A/A (%rms)

is degraded, so there is the trade off between the transient overshoot voltage, the cavity

can withstand, and the performance of the learning scheme. One way of avoiding access

cavity voltage during transient is to make the recursive gain variable and switch it on

after the transient peak and gradually increasing its final value. In Figure 4.8, the

cavity voltage magnitude is plotted, the recursive coefficient ’a’ is switched on at 1.5

msec and gradually its value is increased from 0.1 to 0.9. By switching delay and

gradually increasing the recursive coefficient value the access percent overshoot during
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transient is decreased by a considerable amount and △A/A (%rms) during beam time

is also acceptable as compared to DOB control.

4.5 Summary

Performance analysis of a learning-based Disturbance Observer controller for compensat-

ing beam loading and cavity detuning in pulsed superconducting radio frequency cavities

is presented in this chapter. The cavity standard π-mode model, with PI controller and

both the observers, i-e conventional DOB and learning-based DOB, are simulated in

MATLAB/Simulink.

A modified learning-based DOB is proposed to address stability issues and transient ad-

ditional overshoot problems with the existing learning-based DOB. Simulation results

demonstrate that the proposed learning-based DOB outperforms the conventional DOB

controller in terms of disturbance estimation and cancellation, resulting in a 33% reduc-

tion in cavity voltage magnitude variation during the flat top. Also, the cavity voltage

phase variation is slightly improved with the use of a learning-based DOB. The learning

function may need to be optimized for better results at different cavity detuning values.

A detailed study and critical analysis of recursive coefficient on performance of learning

based disturbance observer control will be explored in future.

To compensate for additional overshoot in the transient response, the recursive coef-

ficient in the learning scheme is varied and the learning scheme is switched after the

transient peak time, gradually increasing the recursive coefficient to its final value. The

effect of measurement noise and other disturbances, such as power supply ripples and

microphonics, and higher-order adaptive disturbance observer filters will be studied in

future research.
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Table 4.2: Performance of conventional DOB and learning-based DOB in the presence of beam loading and different cavity detuning.

PI+DOB PI+LDOB

Q = 8kHz ———— Q = 8kHz Q = 16kHz Q = 32kHz

Detuning △A/A △Φ △A/A △Φ △A/A △Φ △A/A △Φ

(Hz) (%rms) (deg) (%rms) (deg) (%rms) (deg) (%rms) (deg)

0 0.1502 0 0.0488 0 0.0195 0 0.0082 0

1 0.1484 5.2e−4 0.0480 4.96e−4 0.0188 4.95e−4 0.0088 4.94e−4

5 0.1400 0.0026 0.0447 0.0025 0.0178 0.0025 0.0143 0.0025

10 0.1275 0.0052 0.0426 0.0050 0.0225 0.0050 0.0251 0.0049

15 0.1132 0.0078 0.0448 0.0075 0.3340 0.0074 0.0389 0.0074

20 0.0970 0.0104 0.0526 0.0099 0.0483 0.0090 0.0550 0.0099

25 0.0780 0.0130 0.0658 0.0124 0.0662 0.0124 0.0730 0.0124



Chapter 5

Iterative Learning Control

5.1 Introduction

Iterative learning control (ILC) is a control strategy used to improve the performance of

a system that repeats a task over time. It compensates for repetitive disturbances like

cavity detuning and beam loading in superconducting cavities. In the previous chapter

the disturbance estimation was improved using an iterative method, in this chapter it-

erative learning control is explained in detail, and simulation results of norm optimal

iterative learning control for cavity field stability are presented. A combination of dis-

turbance observer-based control and iterative learning control would improve the field

stability [28].

In ILC, the control input is updated after each task iteration [96]. The idea is to use the

knowledge gained from previous iterations to improve the performance in subsequent

iterations. The learning process is typically done offline, where the system is first run

through several iterations to collect data on the system’s behavior. Once enough data is

collected, a learning algorithm is applied to adjust the control law for the next iteration.

The process is then repeated until the desired level of performance is achieved. ILC can

be used to improve the accuracy and consistency of a system, reduce the amount of

time required to complete a task and improve the quality of the output. It is par-

ticularly useful in situations where there is a high degree of repeatability in the task

being performed. Some common applications of ILC include robotics, manufacturing,

automation, and RF accelerators [96–98].
86
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The learning process involves updating the control inputs based on the error between

the desired output and the output of the previous iteration. The idea is to use the

knowledge gained from previous iterations to adjust the control inputs systematically,

thereby reducing the error in subsequent iterations.

There are several types of iterative learning control (ILC) techniques that are used de-

pending on the nature of the system and the task being performed. Here are some

common types of ILC:

Repetitive control : This is a basic form of ILC that is used for systems that repeat

the same task over and over again. It involves using a feedback loop to compare the

actual output of the system with the desired output, and then adjusting the control

input to minimize the error between the two.

Adaptive control : This type of ILC is used when the system’s parameters are chang-

ing over time. The control law is updated based on the system’s current state, and the

learning process continues as the system operates.

Robust control : Robust ILC is used when the system is subject to uncertainties or

disturbances that can affect its performance. It involves designing a control law that is

robust to these uncertainties and can still achieve the desired level of performance.

Iterative feedback tuning : This technique is used to tune the parameters of a feed-

back controller to improve the performance of a system. It involves running the system

through multiple iterations and using the data collected to adjust the controller param-

eters.

Model-based ILC : This approach uses a mathematical model of the system to predict

its behavior and improve the control inputs. It involves updating the control law based

on the difference between the predicted output and the actual output of the system.

Overall, the choice of ILC technique depends on the specific system and task being per-

formed, as well as the goals and performance requirements. It is important to carefully

consider the advantages and limitations of each type of ILC before choosing the most

appropriate one for a given application.

For a linear model RF system, model-based iterative learning control can be analyzed

using variables u as control input, e as tracking error, L as learning function, r as ref-

erence and y as the output, shown in a generalized block diagram of iterative learning

control in Figure 5.1. The subscript j and j+1 are index of two consecutive iterations. In

this figure C(z) and Gp(z) are controller and plant transfer functions, L(z) and QILC(z)
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Figure 5.1: A generalized block diagram of ILC

are learning function and low pass filter. For pulsed operation of superconducting cavity

j i-e iteration number may be taken as the pulse index.

uj+1 = uj+Lej

ej = r− yj j = 0, 1, 2, ...
(5.1)

Here, L is a K ×K matrix derived from the system model, and the rest are the vectors

given under

uj = [uj(0) uj(1) uj(K − 1)]T ,

yj = [yj(0) yj(1) yj(K − 1)]T ,

ej = [ej(0) ej(1) ej(K − 1)]T ,

r = [r(0) r(1) r(K − 1)]T .

(5.2)

Here, we assumed consistent reference for each pulse that means set oint is not changing

with time.

5.2 FIR Model of RF System

For a discrete linear system with a finite pulse width, its output yj and input uj of the

jth pulse are connected by the system’s impulse response:

yj(n) =
M−1∑
m=0

h(m)uj(n−m) n = 0, 1, 2, ..., K − 1. (5.3)
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yj = Guj. (5.4)

where, the transfer matrix G is given by

G =


h(0) 0 · · · 0

h(1) h(0) · · · 0
...

...
. . .

...

0 h(M − 1) · · · h(0)

 . (5.5)

The simplified cavity differential equation representing cavity voltage as y(t) and input

u(t) is given by

ẏ(t) = −(ω1/2 − j△w)y(t) + ω1/2u(t). (5.6)

Representing the above continuous time differential equation into a discrete-time equa-

tion
y(n)− y(n− 1)

Ts

= −(ω1/2 − j△w)y(n− 1) + ω1/2u(n). (5.7)

GC(z) =
Tsω1/2

1− z−1[1− Ts(ω1/2 − j△w)]
. (5.8)

As an example we simulated a cavity transfer function having 200Hz of cavity half

bandwidth, cavity detuning equal to cavity half bandwidth and the sampling frequency

of 1Mhz. With the inverse z-transform of GC(z), the impulse response of the cavity can

be computed by Equation 5.9. The cavity’s impulse response magnitude and phase are

plotted in Figure 5.2 and Figure 5.3 respectively.

h(n) = Tsω1/2[1− Ts(ω1/2 − j△w)]n n = 0, 1, 2, ... (5.9)

5.2.1 P-Type ILC

P-type ILC, also known as proportional-type ILC, is a type of iterative learning control

(ILC) that is based on the proportional control principle. In P-type ILC, the learning

function is proportional gain, which is a tuning parameter. The idea is to adjust the
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Figure 5.2: Impulse Response Magnitude, sampling time 1µsec.

control input in each iteration based on the error in the previous iteration so that the

system’s performance improves over time [99]. One of the benefits of P-type ILC is that

it is simple and easy to implement, making it a popular choice for many applications.

However, it may not be as effective as other types of ILC when dealing with complex

systems or tasks that require more sophisticated control strategies.

5.2.2 Higher Order ILC

Higher-order ILC is a type of iterative learning control (ILC) that uses higher-order

models to improve the performance of a system. In traditional ILC, a first-order model

is used to capture the dynamics of the system being controlled. However, in some cases,

the system’s behavior cannot be accurately represented by a first-order model, and a

higher-order model is needed. Higher-order ILC can be implemented in various ways,

such as through the use of higher-order differential equations or by using state-space

models. The main idea is to capture the higher-order dynamics of the system being
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Figure 5.3: Impulse Response Phase, sampling time 1µsec.

controlled and use this information to develop a more accurate control law. One of

the benefits of higher-order ILC is that it can be used to control systems with complex

dynamics, such as flexible structures or nonlinear systems. However, it can be more

challenging to implement and may require more computational resources compared to

traditional first-order ILC.

5.2.3 H∞ based ILC

H∞ based ILC is a type of iterative learning control (ILC) that is based on the H∞

control theory. H-infinity control is a robust control method that is used to design

controllers that are robust to uncertainties and disturbances in the system.

In H∞ based ILC, the control law is designed to minimize the H∞ norm of the error

between the desired output and the actual output of the system. The H∞ norm is a

measure of the worst-case disturbance that the system can tolerate while still meeting

its performance specifications.
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The advantage of using H∞ based ILC is that it provides a robust and optimal control

strategy that is effective in handling uncertainties and disturbances in the system. This

makes it a popular choice for systems with uncertain or varying dynamics, such as

flexible structures or robotic systems.

However, H∞ based ILC can be more complex and computationally intensive than other

types of ILC and may require more careful tuning of the controller parameters. It is

important to carefully consider the advantages and limitations of H∞ based ILC before

choosing the most appropriate type of ILC for a given application.

5.2.4 Plant inversion based ILC

Plant inversion-based ILC is a type of iterative learning control (ILC) that is based

on the principle of plant inversion [99]. The idea behind plant inversion is to design a

feedback controller that inverts the dynamics of the plant being controlled so that the

feedback loop behaves as if the plant were an ideal unit.

In plant inversion-based ILC, the control law is designed by inverting the plant model

and then using this inverted model to calculate the control input in each iteration.

The inversion process involves finding a mathematical function that relates the desired

output to the control input, based on the known dynamics of the plant.

The advantage of using plant inversion-based ILC is that it can provide accurate and fast

control for systems with simple dynamics, such as those with linear time-invariant (LTI)

models. However, it may not be as effective for systems with more complex dynamics,

or those that are subject to uncertainties or disturbances.

Plant inversion-based ILC can be a powerful tool for improving the performance of

systems with simple dynamics, but it may not be appropriate for more complex systems.

It is important to carefully consider the advantages and limitations of plant inversion-

based ILC before choosing the most appropriate type of ILC for a given application.

5.2.5 Norm Optimal ILC

Optimization-based ILC is a type of iterative learning control (ILC) that is based on

optimization techniques to design the control law. The control law is formulated as an
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Figure 5.4: Cavity Voltage Magnitude for iteration i=1 to 10 in ILC Algorithm

optimization problem, where the objective is to minimize a cost function that represents

the error between the desired output and the actual output of the system. The opti-

mization problem is typically subject to constraints that represent the limitations of the

system, such as control input limits or physical constraints on the system. The solution

to the optimization problem provides the optimal control input for each iteration of the

ILC process.

The advantage of using optimization-based ILC is that it provides a flexible and powerful

tool for designing control laws that can handle a wide range of systems and performance

requirements. It can also be used to incorporate different types of constraints and ob-

jectives into the control law.

However, optimization-based ILC can be computationally intensive and may require

careful tuning of the optimization algorithm and cost function to achieve good perfor-

mance. It is also important to ensure that the optimization problem is well-posed and

that the solution is feasible and stable.
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Figure 5.5: Cavity Voltage Phase in for iteration i=1 to 10 in ILC Algorithm

Figure 5.6: Cavity Voltage Magnitude After 20 iterations of ILC compared with
reference and without ILC
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Figure 5.7: Cavity Voltage Phase After 20 iterations of ILC compared with reference
and without ILC

Optimization-based ILC can be a powerful tool for designing control laws that can han-

dle a wide range of systems and performance requirements, but it may require more

computational resources and careful tuning compared to other types of ILC.

Given the known vectors uj and yj obtained from the measurement of the jth pulse,

our objective is to find a new drive vector uj+1, that minimizes the output error of

the (j + 1)th pulse while avoiding significant changes in the drive signal. By using the

positive definite weight matrices P and Q, the cost function J for this problem can be

formulated as

J = eHj+1Pej+1 +△uH
j+1Q△uj+1. (5.10)

where H represents the conjugate transpose of a vector, the tracking error vector for

the (j + 1)th pulse is given by

ej+1 = r− yj+1 ≈ r− yj −G△uj+1. (5.11)

The alterations made to the drive signal, correspond to the feedforward correction signal

is

△uj+1 = uj+1 − uj. (5.12)
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To minimize J , the gradient of J with respect to uj+1 should be zero, which leads to

the condition ∇uj+1
J = 0. This condition determines the solution for uj+1 as

uj+1 = uj + (Q+GHPG)−1GHPej. (5.13)

Comparing the above equation with Equation 6.1 resulted in

L = (Q+GHPG)−1GHP. (5.14)

Figure 5.8: Control Input Magnitude

5.2.6 Results and Discussion

We simulated norm optimal iterative learning control for the cavity field control problem.

The performance of the algorithm is dependent on the choice of matrices P and Q.

Which are often chosen empirically [60]. To maintain stability, we restrict the utilization

of the feedforward correction to a fraction. Consequently, we introduce a smaller gain,

which is multiplied by the feedforward correction signal in the ILC law Equation 5.13.
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Figure 5.9: Control Input Phase

We simulated the FIR cavity model transfer function as described in section 5.2, the

matrices P and Q are chosen as diagonal matrices with elements 10 and 1 respectively.

The cavity voltage magnitude and phase from 1st to 10th iteration are plotted in Figure

5.4 and Figure 5.5 respectively. It is evident from these results that as the number

of iterations is increased the cavity voltage magnitude and phase approaches to the

reference set point values so tracking of the reference is improved significantly. At the

falling edge of RF pulse after about 1200µsec the tracking error in magnitude and phase

of cavity voltage is increased, this will not affect the beam quality as the charge article

beam is introduced during the flat top of RF pulse. furthermore the cavity voltage

pulse rising and falling are exponential that’s why it does not follow the ramp rising

and falling reference signal.

Results of norm optimal ILC after 20 iterations are shown in Figure 5.6 and Figure 5.7

to further elaborate the improvement in reference tracking. For this improvement the

Control input magnitude and phase with and without norm optimal ILC are plotted

in Figure 5.8 and Figure 5.9 respectively. For ease of simulation, we have used a ramp
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rising edge for the reference pulse so the control input has a higher magnitude during the

rising edge before 450µsec or cavity filling time, for exponential rising in the reference

signal the control input magnitude would be lower. So actually we would not require

much overhead in control input for improved magnitude and phase stability during flat

top.

The discussed control algorithm can be used for klystron field flattening by iteratively

modifying the magnitude and phase of klystron drive input signal according to the

control input computed.

One of the major limitation of this algorithm is that it is highly dependent on the

accurate modeling of the accelerating cavity. As the cavity model is changed the required

control input must be modified accordingly. Therefore runtime system identification is

required if system model is changing randomly. Since beam loading and cavity detuning

are predictable disturbances, so set of cavity models would be available in the control

card for modified control input generation.

5.3 Summary

In this chapter, different types of ILC algorithms are briefly described including Propor-

tional type ILC, Higher order ILC, Plant inversion based ILC, H∞ based ILC and norm

optimal ILC. The norm optimal ILC algorithm with FIR model cavity is simulated and

results are presented. The tracking of set point cavity voltage magnitude and phase are

improved as the number of iterations are increased. The performance of the algorithm

is dependent on the choice of weighting matrices which are chosen empirically, this area

needs more research. Furthermore, the simulated plant transfer is dependent on cavity

detuning and during the pulse, the cavity detuning is changed so a set of plant transfer

functions for a set of detuning values would provide the more optimized control input to

minimize error in reference tracking in more realistic time-varying plant transfer func-

tion. A combination of iterative learning control and disturbance observer-based control

may enhance the performance.

In the next chapter High pulsed power magnetron frequency control for for particle

accelerators is presented.



Chapter 6

Magnetron Frequency Control

Microwave power source frequency stability is crucial for consistent and precise field

control in the accelerator cavity. Any controller whether it is a disturbance observer,

iterative learning, OR conventional PI controller, its performance is severely affected if

the microwave power source frequency is not stable. Klystrons are much more robust in

terms of frequency stability as compared to magnetrons but magnetrons are very cost-

effective and have some other advantages as described in section 3.9.2. In this Chapter

frequency control of a high pulsed power magnetron is explored in detail and since the

superconducting cavity and cryogenic system was not available we did experiments with

a normal conducting cavity with unusual narrow mode spacing.

High pulsed power Magnetrons are commonly employed as RF power sources in medical

linear accelerators. One notable example is the MG5193 magnetron depicted in Figure

6.1, which is used as an RF power source in S-band electron accelerators. The operating

conditions for this magnetron, as outlined in the datasheet, are illustrated in Figure 6.2.

This figure readily indicates that the magnetron functions as a dynamic load, with its

output power and frequency contingent upon several parameters. They offer advantages

such as compact size, reduced costs, and lower operating voltages compared to Klystrons.

However, they do come with drawbacks, including frequency drift and random phase

variations in each pulse. These limitations can hinder their application in beamlines

within large particle accelerator projects where multiple RF sources power numerous

cavities. The magnetron is a type of cross-field vacuum tube. Within the magnetron,

the magnetic field runs perpendicular to the plane formed by the cathode and anode

99
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Figure 6.1: S-band Magnetron and its internal structure

cavities. As electrons are emitted from the cathode, they are propelled towards the

anode block by the substantial negative accelerating potential. However, owing to the

perpendicular magnetic field, these electrons, which initially move radially outward, are

compelled to follow a circular trajectory within the space situated between the cathode

and anode.

6.0.1 Sources of Frequency Variation in Magnetron

The frequency change of the magnetron depends on the following parameters, as depicted

in Figure 6.3.

1. Magnetic Field (change in electromagnet power supply current).

2. Frequency Pushing, Magnetron Current change.

3. Frequency Pulling, Reflected power to the magnetron from the mismatched microwave

load.

4. Magnetron Cathode temperature.
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Figure 6.2: MG5193, Load line and corresponding Electromagnet magnetic field
and frequency variation for full range of output power

6.0.1.1 Magnetic Field

To adjust the power levels of the magnetron, variations in the magnetron input voltages

are made alongside adjustments to the corresponding magnetic field. This ensures that

the magnetron operates within a constant impedance line. As part of this process, the

magnetron’s output frequency is also modified. The load line for the pulsed magnetron

MG5193 is depicted in Figure 6.2. To fine-tune the magnetron frequency, a tuning stub

is employed, allowing for precise adjustment of the magnetron’s output frequency to the

desired value.

6.0.1.2 Magnetron Current Change

The change in magnetron current also causes the change in magnetron output frequency.

This phenomenon is called magnetron pushing. For stable frequency operation, the
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Figure 6.3: Factors on which Magnetron Frequency Depends

current should be maintained constant. Due to imperfections in the pulse modulator

output or the overheating of the magnetron cathode, the magnetron current may change

causing a change in the magnetron output frequency. This phenomenon may occur

within the magnetron RF pulse or from pulse to pulse. To maintain the temperature

of the magnetron cathode to a certain limit the cathode filament voltages are gradually

decreased with increasing magnetron pulse rate and at a certain threshold input average

power the filament is turned off, as mentioned in the magnetron datasheet or application

notes. The magnetron injection locking can also be used to avoid frequency shifts in

magnetron output. In injection locking a low-power RF signal is injected into the

magnetron to lock the magnetron output frequency with the injected signal frequency.

6.0.1.3 Power Reflected from load

The magnetron is sensitive to the reflected power from the mismatched load. This

not only changes the magnetron output frequency but also the high reflected power

can cause arcing inside the magnetron. For stable operation of the magnetron, the

circulator and isolator are used between the magnetron and the load. The change in
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frequency of the magnetron depends on the phase and magnitude of the reflected signal.

The Reike diagram of magnetron 725A taken from [100] is shown in Figure 6.4. A

Rieke diagram depicts the load characteristics of an oscillator on a Smith chart. It

typically comprises two sets of curves: one indicating constant power levels and the

other indicating constant frequency levels, here these curves are represented by red and

green colors respectively. The mathematical polynomials representing these contours

for a pure sinusoidal oscillator are described by Katsumi et al [101]. The magnetron

frequency is increased or decreased based on the phase of the reflected signal as it varies

±90 deg. It can also be noted that the output power is changed when the reflected

power has phase ±180 deg.

Figure 6.4: Reike diagram of a Magnetron, elaborating effect of load on Magnetron
output power and frequency [102]

6.0.1.4 Magnetron Cathode Temperature

For stable operation of magnetron the magnetron cathode temperature is very impor-

tant. When a magnetron is operated at a higher duty cycle or higher repetition rate,

due to the back bombardment of electrons to the cathode its temperature is increased
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therefore the filament voltages are gradually decreased. In MG5193 the filament voltage

scheduling is done based on average input power to the magnetron. At higher temper-

ature magnetron arcing is occurred, which shorten its operating life. Magnetron anode

is water cooled and usually operated at around 40 degree centigrade of cooling water

temperature. At lower or higher water temperature not only the magnetron operating

frequency and bandwidth is shifted.

6.0.2 Automatic Frequency Control of Magnetron

In ideal conditions, RF source frequency and cavity resonance frequency are the same,

but if the cavity is slightly off-resonance then RF source frequency can be adjusted to

operate the accelerating cavity at resonance. The decision to increase or decrease the

source frequency can be made by the algorithm described in Figure 6.5, usually applied

in medical LINACs. The directional couplers on the feeding waveguide transmit both

forward and reflected signals, which are then routed to the quadrature hybrid. One sig-

nal takes a direct path, while the other is adjusted using a variable phase shifter before

entering the quadrature hybrid. The quadrature hybrid has two outputs one is the sum

of input signals and the other is the difference of input signals. these output signals

are passed through identical diode detectors to get their DC magnitude envelopes ’A’

and ’B’. The difference between ’A’ and ’B’ is maintained near to zero at resonance by

adjusting the phase shifter at quadrature hybrid input. Once the zero value is obtained

the phase shifter is locked. When the cavity resonance frequency is shifted the difference

between signal ’A’ and ’B’ would be either positive or negative indicating that RF source

frequency should be increased or decreased to operate the cavity at resonance. In the

MG5193 S-band magnetron, there exists a tuning stub within the anode cavity block,

depicted in Figure 6.1. This tuning stub serves the purpose of frequency adjustment.

The tuning stub is connected to a motor, whose driver card receives feedback from the

AFC module to precisely adjust the frequency of the magnetron.

To tune the AFC loop, the process begins with operating the magnetron tuner motor

in an open loop configuration while observing the forward and reflected signals on the

scope. The tuner motor is adjusted until the optimal condition is achieved, typically in-

dicated by minimizing the reflected signal. The reflected signal is not minimized to zero,
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but when the electron beam is switched on, this reflected signal will further decrease.

After achieving optimal reflected power, the phase shifter within the AFC tuning box

is fine-tuned to minimize the error signal resulting from the difference between AFC

outputs ’A’ and ’B’, aiming for near-zero deviation. Once this adjustment is made, the

phase shifter is locked into position, effectively closing the AFC loop. By closing the

AFC loop, the system gains the ability to continuously monitor and adjust its frequency,

ensuring stability and accuracy over time. The close loop block diagram of automatic

frequency control of RF source is presented in Figure 6.6, as described in the SIEMENS

service training manual for medical linear accelerators [77].

6.0.3 Injection Locking of Magnetron

The AFC loop of the Magnetron operates relatively slowly due to the mechanical motor

tuner. However, its frequency tuning range is significantly higher. For instance, in the

case of MG5193, the magnetron’s output frequency can be varied from 2992 to 3002MHz

using the mechanical tuner. When the magnetron operates near the resonance frequency

of the accelerator cavity, typically within a ±0.5MHz offset, injection locking of the

magnetron can be employed [103]. Injection locking provides a fast frequency control

compared to the AFC loop. In self-injection locking, a small portion of the reflected

power is fed back to the magnetron. For the derivation of the injection locking frequency

range consider the equivalent circuit of magnetron oscillator with injection current source

Iinj in Figure 6.7. applying the Kirchhoff’s current law on the node mentioned we can

get the equation

C
dV

dt
+

1

L

∫
V dt+

V

R
− V

Zm

+
V

RL

= Iinj,

d2V

dt2
+ (

1
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+

1

RLC
− 1

ZmC
)
dV

dt
+

1

LC
V =

1

C

dIinj
dt

.

(6.1)

For the derivation of the injection locking range of frequency, we use the injection signal

and oscillator output voltage in exponential form as

Iinj = Ioe
ωinjt and V = Vo(t)e

ωinjt+θ(t),

where, Io is the injection current magnitude, Vo(t) is the oscillator output envelop voltage

and θ(t) is the output phase modulation due to the injection signal. The second and
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Figure 6.5: Automatic Frequency Control (AFC) of RF source

Figure 6.6: AFC loop for frequency control of magnetron [77].
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Figure 6.7: Magnetron Circuit Model with injection locking

first derivative terms in 6.1 would be

dIinj
dt

= jωinjIoe
j[ωinjt+θ(t)].e−jθ(t)
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By using the above expressions in Equation 6.1 we get[
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By equating the real and imaginary parts of the above equation it can be shown[
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To simplify the equations, the following assumptions are made

(i) Vo(t) and θ(t) are varying slowly resulting in 1
Vo(t)

(dVo

dt
) << 1 and 1

ωo
(dθ
dt
) = 1, where

ωo =
1√
LC

.

(ii) The envelope voltage magnitude maximum value is equal to the peak oscillator

current Iosc times Resistance R. Since Q =
R

ωoL
, we can write

max(Vo) = Iosc ∗R = Iosc ∗QωoL

(iii) ωo ≈ ωinj and ω2
o − ω2

inj ≈ 2ωo(ωo − ωo)

Using the above-mentioned approximations the Equation 6.3 will reduce to

dθ

dt
= ωo − ωinj −

ωoIo
2QIosc

sinθ. (6.5)

This is the famous Adler’s equation. At steady state dθ
dt

= 0 and maximum value of

sinθ = 1, resulting in the maximum range of frequency for which oscillator can be

locked, given by

ωo − ωinj =
ωo

2Q

Io
Iosc

. (6.6)

The locking range of the oscillator depends on the injection signal amplitude, the output

signal strength, the quality factor of the oscillator, and its natural resonance frequency

ωo. The loaded quality factor Q needs to be computed at the operating point for

determination of locking range [76].

6.0.4 Experimental Setup

To power a 6 MeV standing wave cavity we utilized MG5193 magnetron operated with

HV pulse modulator with specs 48KV, 110A and 5µsec pulse width and rep-rate up to

250Hz. The microwave transmission scheme is through four ports circulator and shut

T to RF cavity and water load. The experimental setup is shown in Figure 6.8. We

utilized an 11-cell side-coupled, standing wave cavity designed for a 6 MeV LINAC. The

accelerating mode in this cavity is π/2-mode. In π/2-mode the field in consecutive cells

is at π/2 phase, and since each on-axis cell is connected to a side cell, so two adjacent

on-axis cells will have π or 180 deg phase difference in electric field. The electric field
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simulated in CST microwave studio for the π/2 and the immediate next neighboring

mode are presented in Figure 6.9 and Figure 6.10 respectively. Unfortunately, im-

Figure 6.8: Experimental Setup for high power microwave operation of 6MeV stand-
ing wave cavity

perfections in the brazing or machining processes during the construction of the said

cavity, resulted in a very narrow mode spacing between the accelerating π/2-mode and

its immediate neighboring mode. Additionally, the coupling of the desired π/2-mode

was minimal, measuring approximately -6.54 dB, as illustrated in Figure 6.11. To rec-

tify this issue, we placed a ceramic bead on the waveguide window on the high-pressure

SF6 side, resulting in a notable increase in the coupling of the accelerating mode to

approximately -10.8 dB. However, this adjustment led to the merging of the immediate
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Figure 6.9: CST Simulation results of Electric Field profile of π/2 Mode of Side
Couple standing wave cavity

Figure 6.10: CST Simulation results of Electric Field profile of immediate next
mode to π/2 Mode of Side Couple standing wave cavity
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neighboring mode, as shown in Figure 6.12.

Figure 6.11: Vector Network Analyzer measurements of Side Coupled standing wave
cavity mode spectrum highlighting π/2 and neighbouring mode.

Powering the cavity involves a microwave waveguide transmission system, which in-

cludes waveguide transitions, a four-port circulator, a directional coupler, and a water

load all illustrated in Figure 6.13.

6.0.5 Results and Discussion

When we power the cavity with this conventional waveguide transmission system, we ob-

serve fluctuation in reflected signal, and after about mid of the pulse the reflected signal

is increased, shown in Figure 6.14. This behavior in reflected signal indicates that the

cavity’s input RF power frequency is changing during the pulse and the desired mode is

not excited during the whole pulse duration. The measured frequency spectrum of RF

power entering the cavity is shown in Figure 6.15, which indicates that the magnetron

is operating at two output frequencies, called frequency twining of magnetron. We did

not have the real-time spectrum analyzer to distinguish the two RF frequencies in time

during the pulse width of the magnetron. When the reflected signal was observed on the
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Figure 6.12: Vectror Network Analyzer measurements of cavity mode spectrum
after placing a ceramic bead on waveguide window

scope and the AFC tuning loop was operated, the reflected signal was minimized during

the first half of the microwave pulse but during the second half of the pulse reflected

signal was higher in magnitude. This phenomenon indicates the mode jumping of the

cavity and the increase in reflected power during the second half of the RF pulse. To

solve this problem we have to stabilize the magnetron frequency during the whole RF

pulse which is changing due to injection pulling.

To analyze the effect of reflected RF power from the cavity to the magnetron, we ana-

lyze the performance of the four-port circulators. The four-port circulator ensures the

directional flow of RF power in this conventional microwave waveguide transmission sys-

tem. The high-pulsed power magnetron is connected to port 1. Ideally, the RF power

generated by the magnetron at port 1 is transmitted to port 2, while ports 3 and 4

remain uncoupled. Similarly, the power reflected from the cavity incident on port 2 is

transmitted to port 3, with ports 1 and 4 remaining uncoupled. However, in practice,

the four-port circulator has limited isolation between uncoupled ports.

To measure the isolation between port 1 and port 2, we used a network analyzer. Port

1 was designated as the source port, and port 2 was terminated with a perfect short to
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Figure 6.13: Experimental setup depiction of Conventional Microwave waveguide
transmission system to power standing wave accelerator cavity

ensure maximum reflection. Ports 3 and 4 were connected to matched loads. With this

measurement scheme, the isolation between port 1 and port 2 was found to be -29.62

dB as shown in Figure 6.16. This indicates that the microwave power reflected from

the cavity connected to port 2 is attenuated by 29.62 dB before reaching back to port

1, where the high-power magnetron is connected the phase of the signal is plotted in

Figure 6.17. The phase of the reflected signal at 2998MHz frequency has a definite value

0f −45.66 deg and significantly varies as the signal frequency is slightly changed. Since

the actual load at port 2 would be the accelerator cavity i-e a reactive load, the phase

of the reflected signal at port 1 will vary as the cavity resonance frequency is changed

and also when the magnetron frequency is changed.

Similarly the isolation between port4 and port1 was measured by making port4 as

source port, while port1 is connected to a short circuit plate and the other two ports

were connected to matched loads. The reflection coefficient in this configuration has an

amplitude and phase response shown in Figure 6.18 and Figure 6.19. This measurement

shows the isolation of −17.27dB between port 4 and port 1 and the phase response has
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Figure 6.14: Time domain Scope signal measurement of Reflected(purple) and For-
ward signal(green) in Magnetron twining case

Figure 6.15: Frequency Spectrum of Magnetron forward power feed to 6 MeV stand-
ing wave cavity
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Figure 6.16: Four port circulator port1 and port2 isolation measurement using
VNA, S11 Magnitude plot

Figure 6.17: Four port circulator port1 and port2 isolation measurement using
VNA, S11 Phase plot
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Figure 6.18: Four port circulator port4 and port1 isolation measurement using
VNA, S11 Magnitude plot

Figure 6.19: Four port circulator port4 and port1 isolation measurement using
VNA, S11 Phase plot
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Figure 6.20: Modified Microwave waveguide Transmission system to power a stand-
ing wave cavity, Magnetron is connected at Circulator’s port4 and shunt-T at port1.

slight variation as the frequency is slightly varied around the cavity resonance frequency

of 2998MHZ.

To stabilize the magnetron frequency we need a controlled or stable signal injection to

the magnetron. We modified the RF transmission system by connecting a magnetron at

port 4 and a shunt T at port 1. The shunt T main arm is connected with a water load

and the side arm with the movable short. The accelerating cavity is connected at port 2

and the water load at port 3. By moving the movable short in the shunt T, the amount

of RF power reflected to port 1 can be controlled. the power reflected to Port 1 will be

transmitted to the RF cavity at Port 2. Some of the RF power that is reflected to Port

1 from shunt T will be transmitted back to the magnetron connected at Port 4, due to

limited isolation between Port 1 and Port 4 of the four Port circulators. We conducted

simulations of the shunt-T using CST Microwave Studio, varying the position of the
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Figure 6.21: CST simulation results for Reflection coefficient of an S-band Shunt-T
for different short circuit plate positions.

Figure 6.22: Frequency Spectrum of Magnetron forward Power after Injection
Pulling/ Locking
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Figure 6.23: Forward(green) and reflected signal(purple) from the directional cou-
pler for minimum reflection

movable short plate, and recorded the reflection coefficients, as shown in Figure 6.21.

The frequency sweep for the simulation was set from 2990 to 3002MHz, aligning with

the frequency range of MG5193 magnetron. The obtained reflection coefficient polar

plot results provide insight into the range of power levels that can be fed back to port 1

of the circulator and also the phase variation with different short circuit late positions

at different frequencies can be seen by the polar chart of simulation results. In this

proposed scheme the RF power is injected back into the magnetron and its phase is

stable and depends on the short circuit plate position and is not varied abruptly due

to the mode spectrum of the cavity. When we power the cavity with this microwave

power transmission scheme the magnetron frequency twining is avoided as shown in the

frequency spectrum measured, shown in Figure 6.22. Also the desired stable reflected

power signal, usually called rabbit ear signal is achieved, as shown in Figure 6.23. By

this magnetron self-injection locking scheme the problem of efficient RF power coupling

to an RF cavity with very close mode spacing and a stable accelerating field for stable

X-ray dose for radiotherapy is achieved.
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6.1 Summary

In this chapter, the operation and frequency control of the high-pulsed power magnetron

are discussed in detail. The primary focus of the research lies in the automatic frequency

control loop of the magnetron and the utilization of self-injection locking for efficient

power coupling to the accelerator cavity. Due to the unavailability of a superconducting

cavity, we experimentally demonstrated the efficient power coupling of a high pulsed

power tunable S-band magnetron with side side-coupled normal conducting cavity, by

self-injection locking. The cavity had unusually small mode spacing between the desired

accelerating mode and the immediate neighboring mode, due to imperfections in cavity

fabrication. The magnetron frequency twining is avoided and power is coupled in the

desired accelerating mode.

In the following chapter, the conclusion of the research conducted in this dissertation

will be presented, along with potential areas for future exploration



Chapter 7

Conclusion and Future Work

This chapter presents research contributions, summarizes the research presented in the

dissertation and outlines potential areas for future exploration.

7.1 Research Contributions

The major contributions of the thesis have been divided into three parts.

1. We investigated disturbance observer-based control and learning-based distur-

bance observer controller for maintaining cavity field stability, in the presence of

cavity detuning and beam loading. The subsequent article was published during

this research endeavor.

� Waqas Ahmed Toor, Muhammad Ashraf, “Performance Analysis of

Learning-based Disturbance Observer for Pulsed Superconducting Cavity

Field Control,” Electronics, vol. 12, Issue 7, 1556, March 2023.

2. In our lab, we had a pulse-tunable magnetron and a side-coupled normal con-

ducting cavity for a low-energy medical linear accelerator (linac). Due to the

unavailability of a superconducting cavity, we investigated the frequency control

problem of magnetron using the existing cavity, which had small mode spacing

due to imperfections in cavity fabrication. By employing self injection locking

121
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through an unconventional approach to power the cavity, we improved frequency

stability. This enhancement prevented magnetron frequency twinning.

3. In this thesis cavity model simulator is developed for control algorithms perfor-

mance analysis and cavity field internal dynamics are simulated for a better under-

standing of the field control problem. This work aims to support further academic

research in settings where particle accelerator setups are unavailable.

7.2 Summary

In this dissertation we discussed the modeling and simulation of particle accelerator cav-

ities, presented the internal field dynamics of multicell cavities and their relation to the

cavity model, presented simulation results of the electromechanical model of the cavity,

using modal analysis estimated the detuning with dominant mechanical resonance fre-

quencies. presented disturbance observer-based control and learning-based disturbance

observer performance analysis for cavity field control. We addressed the magnetron

frequency control problem in detail, discussed frequency control of magnetron and fre-

quency twining solution through self-injection locking of the magnetron. We discussed

RF power transmission scheme to cavities having small mode spacing between accelerat-

ing and neighboring mode. We Simulated and presented the results of iterative learning

feed forward control for cavity field stability.

7.3 Future Work

Moving forward, our focus will be on implementing the cavity simulator on FPGA and

conducting a comprehensive performance analysis of control algorithms. The future

research will delve into examining the impact of measurement noise alongside other

disturbances like power supply fluctuations and microphonics. Moreover, it will ex-

plore the integration of higher-order adaptive disturbance observer filters to address

these challenges. This future endeavor aims to enhance the efficiency and effectiveness

of cavity simulations while refining control strategies for improved particle accelerator

performance. Furthermore in learning based disturbance observer critical analysis of
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recursive coefficient would be explored in detail for further improvement in disturbance

estimation.

The conventional method for estimating Lorentz force-induced detuning in cavity simu-

lators involves using the mechanical modal frequencies of the structure and the square of

the accelerating voltage. This allows for the calculation of detuning for each mechanical

mode individually, with the total detuning being the sum of all individual detunings.

However, this approach overlooks the internal field dynamics of multicell cavities. Simu-

lations of multicell cavity fields indicate that an alternative method, which accounts for

the internal field dynamics, would provide more accurate detuning estimates. With ad-

vancements in computational technologies, a comprehensive database of detuning values

for various deformed or reshaped cavity structures, computed from their on-axis accel-

erating voltages, can contribute to better estimation of cavity detuning compared to the

conventional approach. Cavity internal field dynamics linked with the cavity electrome-

chanical model for the cavity simulator will be explored in detail, which will depend on

a set of electromagnetic simulations of many possible variations in structure dimensions

and orientation.

For frequency and phase stabilization, injection locking of magnetron with external solid

state amplifier having narrow band frequency spectrum, will be explored. This would

improve the performance of accelerators powered by magnetrons.
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